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ABSTRACT 

The topics presented in this report fall into three 
general categories.  The first set of topics is concerned 
with the directional properties of large aperture seismic 
arrays.  Theoretical derivations and calculated array patterns 
are presented for the following seismic arrays:  the exist- 
ing LASA-Montana, a random array with an aperture comparable 
to LASA-Montana (200 km), and a continental-size array with 
an aperture of several thousand kilometers.  Finally, the use 
of LASA-Montana for determining epicenter of seismic events 
is discussed and results are presented that indicate errors 
on the order of 60 kilometers. 

The second set of topics deals with array processing 
for enhancement of signal-to-noise ratio or discrimination 
between surface-focus events and earthquakes.  Data on the 
correlation across LASA of various portions of seismograms 
are presented, and the implications for array processing gains 
are briefly discussed.  Two tests for identifying earthquakes 
with depths between 10 and 40 km are introduced, and experi- 
ments on approximately 40 seismic events, on which both tests 
performed quite well, are summarized.  Finally, the possibility 
of using DIMUS processing on a seismic array is discussed. 
Calculations are presented based on the conventional DIMUS 
processing as well as on a modified DIMUS scheme that appears 
to be significantly better. 

The last set of topics involve spectral analyses. 
Calculations based on several seismic events show a significant 
amount of "signal" energy in the spectral region of 4 Hz in 
most of the records resulting from surface-focus events. 
Calculations based on records from deep Fiji Island earthquakes 
suggest an upper mantle Q of less than 500 for that region. 
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SECTION I 

INTRODUCTION 

This is the final report on Contract AP19(628)-598l. 
This report summarizes the work performed under this contract. 
The various topics studied under the contract fall into three 
general categories.  Sections II through VI are primarily con- 
cerned with directional properties of large aperture seismic 
arrays.  The arrays considered in these sections vary from 
LASA-Montana dimensions (200 km) to continental-size (3000- 
7000 km) arrays.  Sections VII through XI also consider arrays 
with apertures varying from 200 km to 7000 km, but in these 
sections the emphasis is on signal-to-noise enhancement or 
discrimination rather than directional properties.  Of course, 
these topics are not unrelated:  an antenna's gain usually 
increases when its beamwidth decreases.  Finally, Sections 
XII and XIII discuss spectral analyses of seismic records. 

Brief summaries of the contents of the several sec- 
tions follow.  For the convenience of the reader,  we shall 
first cite what we regard as "highlights" of this report. 
Several array pattern computations are presented.  In order 
of increasing quality (in terms of beamwidth and sidelobe 
level),these include calculations based on:  the existing 
LASA-Montana (Section III);  "random" arrays with apertures 
comparable to LASA-Montana (Section IV);  and "continental- 
size" arrays with apertures measured in thousands of kilo- 
meters (Section V). 

Two calculations that appear to have considerable 
value for classifying earthquakes with depths between 10 and 
40 km are discussed in Sections IX and X.  Calculations based 
on approximately 40 seismic events are presented.  These cal- 
culations indicate that these tests will function very well, at 
least for continental-size arrays.  An ability to identify 
earthquakes in the 10-40 km depth region is considered to be 
of considerable value since deeper earthquakes are already 
relatively easy to identify as such. 

Finally, the question of high-frequency content of 
seismograms resulting from surface-focus events has been 
studied.  Results indicate a statistically significant amount 
of signal energy in the region of 4 Hz for most of the surface- 
focus event data processed to date.  Whether or not this region 
of the spectrum will be useful in discriminating between earth- 
quakes and nuclear tests remains to be determined, but the 
existence of significant amounts of high-frequency energy 
indicates that this possibility merits further study. 
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1.1      DIRECTIONAL PROPERTIES OF LARGE APERTURE SEISMIC ARRAYS 

Section II presents a derivation of the dimensions of a 
teleseismic beam.  These calculations are based on some simple 
spherical geometry, the J-B travel-time tables, and the assump- 
tion that the seismic signals of interest may be treated as con- 
tinuous sine waves.  The results of this derivation provide a 
relatively simple description of the width of a teleseismic 
beam (in geographical coordinates) in terms of the aperture of 
the seismic array and the range to the focus point.  These re- 
sults are compared with calculated array patterns for LASA and 
for a random array of LASA dimensions and reasonable agreement 
is observed.  This derivation was originally intended to provide 
a rough estimate of the extent of the array pattern that would 
correspond to a given range and aperture.  As it is now relatively 
easy (by means of the appropriate computer program) to calculate 
patterns for specific arrays, we do not anticipate any further 
use of the results of this derivation.  Several of these computer- 
aided pattern calculations, which employ a more realistic signal 
than the continuous sine wave, are presented in Section III. 

Section -&LI  presents calculated array patterns for LASA- 
Montana focused at each of three regions.  The signal waveform 
used in these calculations was the LONGSHOT transient as observed 
at the center element of the LASA AO cluster. For each of three 
regions, the transverse pattern and two radial patterns are 
given.  One of the radial patterns includes the effect of atten- 
uation and geometric spreading; the other does not. 

As discussed in Section III, the clustering of seismo- 
meters in LASA is thought to lead to a pattern that differs 
little from the pattern that would be obtained by using only the 
21 center elements.  (In fact, the calculations of Section III 
are actually only based on the 21 center elements.)  One con- 
sequence of this observation is that the LASA-Montana is essen- 
tially a very "thin" array, and therefore the sidelobes of its 
pattern are relatively large.  This fact is illustrated by the 
calculations presented in Section III. 

If there were no economic or other practical constraints 
that favored the clustering of seismometers, it would be very 
advantageous not to cluster seismometers.  This observation is 
illustrated in Section IV, where one kind of unclustered array - 
the "random" array - is considered.  Section IV briefly describes 
a simple theory of random arrays.  These theoretical comments are 
illustrated by the calculated patterns for random arrays of the 
dimensions of LASA-Montana.  These calculations indicate that an 
array comparable to LASA-Montana, but having a random distribu- 
tion of elements across the aperture rather than a clustered dis- 
tribution, would have an array pattern that is significantly 
superior to that of the existing clustered LASA. 

-2- 



Section V considers the problem of detecting a covert 
underground nuclear test in the presence of large natural 
earthquake.  Two approaches to this problem are considered: 
the first consists of inserting a null in the array pattern in 
the direction of the earthquake; the second approach consists 
simply of steering the main beam of the array at the suspected 
test site.  This method requires a much narrower main-beam and 
lower sidelobes than could be obtained from LASA.  This suggests 
that continental-size arrays would be necessary.  Calculated 
array patterns for such arrays are presented, and these show a 
beamwidth that is an order of magnitude less than that of LASA. 

Section VI discusses various approaches to the problem 
of estimating epicenters from seismic records available from 
LASA-Montana.  It has been found that the limiting factors for 
such measurements are the errors in estimating local travel-time 
anomalies and the travel-time tables used in the calculations. 
Errors in the measurements ranged from some 50 to 350 kilometers, 
with the larger errors attributed to use of the J-B travel-time 
tables.  It is hypothesized that with the new Herrin tables, 
location errors can be held to less than the 50-kilometer figure 
cited above. -^ 

1.2      ARRAY PROCESSING FOR S/N ENHANCEMENT OR DISCRIMINATION 

Section VII considers seismic array processing for the 
purpose of enhancing signal-to-noise ratio. For the simplest of 
processing schemes, delayed sum, simple formulas are derived 
which express the processing gain in terms of spatial correlations 
of signal and noise, and also in terms of the relative contribu- 
tions of local and teleseismic noise. Finally, the similarities 
and differences between array processing in this context and di- 
versity combining in the context of communications are discussed. 

Section VIII presents data on spatial correlation that 
relate to the formulas of Section VII.  Most of the calculations 
are based on LONGSHOT data as recorded at LASA.  These data indi- 
cate good signal correlation and noise decorrelation between LASA 
clusters.  Also discussed in this section are similar data for a 
continental-size array.  These data also indicate good signal 
correlation and noise decorrelation across elements. 

Section IX describes and illustrates a coda correlation 
discriminant which appears to be very effective at separating 
surface-focus events from earthquakes with depths between 10 and 
40 km.  (One surface-focus event out of the 12 studied was ambig- 
uous, and all of the 24 moderate depth earthquakes were easily 
classified.)  This test represents a strengthening of the complex- 
ity test used by several investigators.  Here the presence of 
aftershocks following rapidly after the P-phase of the earthquakes 
is sought in the coherence of these signals as received at a number 
of seismometers, rather than by observation of the presence ofpulses 
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of energy in the thirty second interval following the arrival of the 
P-pnase.  Basically the test consists of calculating the average 
paired correlation coefficient (zero lag) for the coda portions 
of the seismic records.  For moderate depth earthquakes, values 
near 0.2 or 0.3 are expected.  For other events, values near zero 
are expected.  As is the case for the depth determinations dis- 
cussed in the next paragraph, there exists the possibility that 
by increasing the coda interval used, or by the use of several 
coda windows, the correlation test could be extended to depths of 
several hundreds of kilometers.  This extension has not, however, 
been attempted. 

Section X presents an automatic test for estimating 
depth by means of coherent addition of the pP phase across a 
seismic array.  This test is quite successful at choosing the 
correct depth for earthquakes in the 10-40 km depth region. 
For events outside that region (including surface-focus events) 
the test usually indicates that the depth is out of the 10-40 km 
region.  The 40 km lower limit on depth estimates results from 
the limitation of the depths searched for pP to the region above 
the moho.  This limitation was imposed as a convenience, so that 
an average propagation velocity could be employed in the calcula- 
tions.  Extension of this lower limit could be made by a larger 
search window which takes proper account of the velocity gradient 
below the moho.  (If this could be adequately approximated for 
the region of interest.)  Finally, it should be noted that there 
is considerable correlation between this estimate of depth and the 
coda correlation test previously described.  In part, the coda 
correlation test is effective because of the presence of the pP- 
phase in the coda interval tested.  The two tests are quite dif- 
ferent ,however , in the following sense.  To be effective, the 
depth test requires that the ranges  from the epicenter to the 
stations vary sufficiently to insure an appreciable moveout of 
the pP phase across the array.  In the coda correlation test, 
this large extent in range is not necessary.  Here the stations 
need only be separated from each other by an amount large enough 
so that the crustal reverberations below the receiving sites be 
decorrelated (approximately 100 km.  See Section VIII).  This 
suggests that it may be possible to use the coda correlation 
test in cases where no depth determination can be made. 

Section XI discusses the properties of DIMUS (digital, 
multiple steered) processing for seismic arrays.  Basically, this 
processing involves hard-limiting of each element output so that 
each sample of each seismogram is a single binary number.  The 
advantages for data transmission and handling are clear.  For large 
signal-to-noise ratios the DIMUS output can be considerably dis- 
torted.  To correct for this problem, a modified DIMUS processing 
scheme, which uses analog (undipped) information from one channel 
is presented.  Calculations based on both the conventional and the 
modified DIMUS schemes are presented.  These calculations suggest 
that the fidelity of the DIMUS output may be sufficient to allow 
application of various diagnostic tests for classifying seismic 
events. 
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1.3 SPECTRAL ANALYSES 

Section XII summarizes work directed at exploring the 
existence and potential value for discrimination of high-frequency 
energy in seismograms.  This section begins with a theoretical 
discussion of the statistical properties of spectral estimates of 
transients.  Calculations have been performed on several seismic 
events, and these indicate that a statistically significant amount 
of signal energy is present in the neighborhood of 4 Hz in all but 
one of the seismic records from the surface-focus events that have 
been studied. 

Section XIII employs the same spectral calculations for 
a somewhat different objective.  The purpose of this study was to 
aid in the selection of future array sites with good high-frequency 
characteristics.  This would be especially important if the high- 
frequency content of seismic signals, which is discussed in Sec- 
tion XII, should prove to have real significance.  By comparing 
the spectra of the P and pP phases for very deep earthquakes, it 
is possible to infer the absorption characteristics of the upper 
mantle at the epicenter region.  Three deep Fiji Island earth- 
quakes have been studied.  All of them lead to estimated Q's for 
the upper mantle in the Fiji region that are less than 500, indi- 
cating that the attenuation is one order of magnitude larger than 
expected from previous measurement.  Section XIII also includes 
a proposed method for extending the study to treat the upper man- 
tle of aseismic regions to aid in the site selection problem. 

1.4 ORGANIZATION OF REPORT 

The contents of the various sections, and the grouping 
of sections according to general categories, are discussed above. 
Since the calculations presented in many of the sections are 
based on the same collection of events, several summary tables 
apply to more than one section.  All of the tables which apply 
to more than one section appear in Appendix A.  Tables which 
apply to a single section appear in the appropriate section, 
except in a few cases where the table contains details that are 
not important for an understanding of the material presented 
in that section.  In these cases, the tables appear in Appendix A. 

The tables that a reader of this report is most likely to 
consult are the master list of events and the three tables summar- 
izing the coda correlation and pP test calculations.  Tables that 
appear for the sake of completeness, but are probably not of inter- 
est to the average reader, include those listing the stations used 
in the calculations employing continental-size arrays. 

Finally, Appendix B presents a brief discussion of the 
effects of noise on the location precision available from an 
array.  The results of this appendix are cited in Section VI. 
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SECTION II 

DERIVATION OF THE DIMENSIONS OF THE TELESEISMIC BEAM 
OF A LARGE APERTURE SEISMIC ARRAY 

2.1      PROBLEM DEFINITION 

The purpose of this section is to derive certain geome- 
trical characteristics associated with teleseismic arrays.  These 
results have been presented without derivation in earlier reports 
(1,2). 

Let us consider a collection of spatially separated 
seismometers whose outputs are combined to form a receiving array, 
The resulting array will tend to enhance signals emanating from 
certain directions and attenuate signals emanating from other 
directions. 

These directional characteristics of the array are 
summarized in terms of the array pattern.  The array pattern 
itself is characterized by a main beam whose center is in the 
direction of maximum array response and a number of minor beams, 
or sidelobes.  The array pattern varies as a function of the 
frequency of the received signal.  We shall consider the array 
pattern corresponding to the dominant period T of the received 
seismic signal. 

In the following, we shall limit our discussion to 
consideration of the main beam.  Also, it will be assumed that 
far field conditions apply.  The array pattern will be three- 
dimensional and hence it will be convenient to consider two- 
dimensional array patterns obtained from certain two-dimensional 
cuts taken from the three-dimensional array pattern.  The extent 
of the main beam of the two-dimensional array pattern is speci- 
fied in terms of the beamwidth of the array pattern.  A number 
of definitions are available for beamwidth.  An example is the 
3 dB beamwidth which is defined as the angular distance between 
points on the two-dimensional array pattern at which the response 
is down 3 dB from the maximum response.  We shall adopt a dif- 
ferent definition of array beamwidth which offers certain mathe- 
matical simplifications.  The chosen definition for array beam- 
width will be explained below. 

Consider the geometry of Figure 2.1, which shows a 
seismic array located at the pole of a spherical earth.  Due to 
the nature of seismic propagation,it is necessary to define 
directions to the array in terms of curved ray paths such as QS. 
Let the array be focused at a point S on the surface of the 
earth.  That is, the array elements are adjusted by means of 
time delays to compensate for the differential travel times for 
seismic energy arriving from the point S to the various elements 
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of the array.  The travel time compensation is based on align- 
ment of the P-phase of the seismic signal at the array. 

The extent of the resulting main beam is defined in 
terms of_a "cone^"  Two bounding elements of this cone are shown 
as rays QR and QU in Figure 2.1.  The bounding rays are selected 
to conform with the chosen definition of array beamwidth.  The 
intersection of the cone of the main beam with the earth will 
result in the distorted ellipse RTUV with center at S. This 
ellipse can be considered as a gain contour.  It is the dimensions 
of this ellipse that we desire to determine.  These dimensions 
are a function of the array beamwidth and the spherical geometry 
relating points Q and S. 

The relative geometry is defined in terms of the meri- 
dians QS and QA, and the parallel of latitude ST.  The meridian 
QS connecting the array center to_ the focus point is called the 
radial meridian.  The distance QS is specified in terms of the 
great circle distance A  measured in radians.  Thus the parallel 
of latitude ST, which passes through the focus is at a latitude 
IT/2 - A0.  The meridian QA is taken to be that meridian through 
the point Q which is perpendicular to the radial meridian, and 
hence is called the transverse meridian. 

We shall define the size of the elliptical gain contour 
in terms of its radial extent and its transverse extent. These 
dimensions are VT and RU, respectively.  The radial arc RU mea- 
sured in radians will be called 0r, and the transverse arc VT 
measured in radians will be called 0 t 

2.2      DEPENDENCE OF ARRAY CONTOUR DIMENSIONS UPON ARRAY 
DIMENSIONS 

The radial extent 0r of the gain contour is proportional 
to the array beamwidth obtained by considering the two-dimensional 
array pattern that results from passing a plane containing the 
arc QRS through the three-dimensional pattern.  Let us call this 
resulting beamwidth the radial beamwidth.  The array beamwidth 
in the plane producing the cut is directly proportional to the 
length of the projection of the array onto this plane.  In the 
case of the radiaT beamwidth the projected array length in the 
radial plane is BD. 

Similarly, the transverse extent &^   of the gain contour 
is proportional to the transverse beamwidth of the array.  In 
defining the transverse beamwidth we must extend our concept of 
a cut plane slightly to accommodate the fact that the seismic 
energy travels along, curved lines.  Picture a curved sheet which 
contains the arcs AC and VT, and which is curved so as to contain 
the ray paths connecting V and Q, and T and Q.  The intersection 
of this curved sheet with the three-dimensional array pattern 
provides the desired transverse cut of the array pattern and 
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hence defines the transverse beamwidth.  For this case the effec- 
tive array length can be considered to be CA. 

Let us consider the projections discussed above a little 
further.  Referring to Figure 2.1,the circular area ABCD repre- 
sents the two-dimensional extent of the seismic array.  Now when 
we consider, for example, the transverse pattern we imagine that 
the array elements are projected onto the curved line CA. This 
results in a linear array extending from C to A.  The projection 
will, in general, produce a linear array that has both space 
tapering and amplitude weighting of the array elements.  Analysis 
of the resulting linear array will yield the two-dimensional array 
pattern produced by the cut. 

2.3      DEFINITION OF BEAMWIDTH 

From the previous paragraph we have seen that we can 
obtain the properties of the two-dimensional array pattern pro- 
duced by a cut by studying an equivalent linear array.  Figure 2.2 
illustrates an arbitrary linear array of N elements.  The main 
beam is shown steered away from the broadside direction by an 
angle <t>Q.  To accomplish steering of the beam it is necessary to 
provide a progressive delay across the array.  Let the differential 
delay between end elements in the array due to the steering be 
called ATS.  Note that for an array steered broadside no delays 
are required in the array elements and hence for this case Axs=0. 

Now consider a seismic source in the far field at an 
angle <i> from broadside.  The arrival times of energy from this 
source to the various array elements will be different.  These 
travel-time differences will be a function of the angle #, ele- 
ment spacing, etc.  Let us call the resulting travel-time dif- 
ference between end elements of the array AiA(<t>).  Finally, we 
define a time difference, Ai(<P),   between end elements which in- 
cludes both the effect of built-in time delays and differential 
travel times. 

AT (<(,) = ATA( $) - ATS (2.1) 

When 4> = 4> ,the built-in time delays exactly compensate 
for the differential travel times and hence AT (cf>0) = 0.  As we 
deviate the source away from the angle $0,   AT(<)>) will either 
increase or decrease away from zero, depending upon the direction 
in which we leave <t>0.  Hence the value of AT (cfj0+A<t>) locates our 
position on the main beam. 

Now we are in position to be able to define array beam- 
width.  The array beamwidth, A<|>, is defined by the following 
condition. 

|ATUo t   M)| = T/4 .   (2.2) 
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where x is the dominant period of the seismic energy.  That is, 
if we deviate the source ±A((>/2 either side of the center of the 
main beam, the magnitude of the differential delay between end 
elements of the array will be a quarter of the period of the 
seismic energy. 

Let us relate the above definition of array beamwidth 
to more common measures of beamwidth.  For a linear array with 
uniformly spaced and uniformly weighted array elements the beam- 
width A<j),defined above, corresponds for large N to half the dis- 
tance between the zeroes of the main beam.  Furthermore, for this 
case,A# closely approximates the 3 dB beamwidth of the array. 
The beamwidth A<t> will also correspond to half the distance be- 
tween zeroes of the main beam for arrays whose amplitude weighting 
distributions are obtainable by successive convolutions starting 
with a uniform amplitude weighting.  One example of this class 
would be a triangular weighting of array element amplitudes. 
However, the beamwidth A<|> will deviate from the 3 dB beamwidth 
for these arrays.  The amount of deviation will increase as the 
amount of amplitude weighting becomes more severe. 

2.4      TRANSVERSE EXTENT OF THE ARRAY CONTOUR 
->• 

Shown in Figure 2.3 is the geometry pertinent to the 
calculation of the transverse extent of the gain contour, 6^.. 
As before, the array is focused at the poirvt S, and hence 
QS is the axis of the main beam.  The arc CA represents our 
equivalent linear array.  Note for this case that the main beam of 
the transverse pattern is steered broadside to the equivalent 
linear array and hence AT  = 0. 

Point V lies along the parallel of latitude through S. 
Further, it is one of the points of intersection of the cone of 
the main beam with the earth's surface^ Hence,the transverse 
extent 9^ is just twice the distance VS measured in radians. 

Based on our definition of beamwidth and the fact that 
ATS = 0,the differential travel time from V to the array element 
located at points A and C will be just T/4.  Let us relate this 
travel time difference to the geometry of Figure 2.3.  Let dA 
represent the differential distance between VQ and VA in radians. 
Let a be the difference in longitude in radians between the 
meridians QS and QV.  Using far field approximations, dA can be 
approximated by the arc NQ and hence 

Yt       Yta dA -   p— sina • —~— (2.3) 

where y^   is the transverse extent CA of the array measured in 
radians.  The corresponding differential travel time dT is then 
given by 
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dT = -24 9A dA = 
h=const 
A = Afi 

TA(Ad,ho)dA (2.4) 

where hp is the depth of the seismic source (taken as zero for 
the example chosen), and the symbol TA is used to represent the 
partial derivative of the travel time with respect to distance 
with source depth held constant.  The differential travel time 
between the end array elements at points C and A will be 2dT 
and hence 

2dT = T/4 

Combining Equations 2.3, 2.4 and 2.5, we obtain 

(2.5) 

a = 
^tWV 

(2.6) 

Now we relate the transverse extent 0-^ of the array 
contour to the differential longitude, a, as follows: 

Thus 

Q«T/2 = asinA 
Kj 0 

°t " TTTTTT^J 

(2.7) 

sinA, (2.8) 

We can relate the transverse extent of gain contour 
given by Equation 2.8 to the corresponding extent 9^ of the 
3 dB gain contour by introducing the aperture efficiency n. 
That is 

Q, = transverse extent of the 3 dB gain contour 

n " = ^VW slnA<> (2.9) 

For a uniform amplitude weighting of equally spaced elements 
n is unity.  For other amplitude weightings smaller values 
of n will result. 

2.5 RADIAL EXTENT OF THE ARRAY CONTOUR 

Shown in Figure 2.4 is the geometry pertinent to the 
calculation of the radial extent of gain contour, fir.  The arc 
BD represents the equivalent linear array.  The array is steered 
to the focus at point S.  In this case the main beam of the radial 
pattern is not broadside to the equivalent linear array.  In 
fact,Ais will be equal to the differential travel times from the 
point S to the end elements at points B and D.  Let T(-AQ. jh^) be 
the travel time from the focus at point S to the array center at 
point Q.  Hence 
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-^ = T(A0,h0)-T(A0- ^,h0) * ^ TA(AQ,h0) (2.10) 

where yr is the radial extent of the array BD in radians. 

Point R is one of the points of intersection of the cone 
of the main beam with the earth's surface.  Hence the radial ex- 
tent Qr is just twice RS measured in radians.  Based on our 
definition of beamwidth,the differential travel time from R to 
the array elements located at points B and D will be (T/4+ATS). 
Hence 

0 0    Y 
\  + ATS = 2{T(AQ - 2£Jh0)-T(AQ - f- -   /,hQ)} (2.11) 

Combining Equations 2.10 and 2.11, we obtain 

i = T- TA(AO - r^V - r- VAo>ho) <2-12) 

where TAA is t-Jae second partial derivative of travel time with 
respect to distance, with source depth held constant. 

The radial extent of the gain contour is obtained di- 
rectly from Equation 2.12. 

0r = 2Y T '(A  h ) (2-13) Yr AAVao'no; 

Again we can obtain an expression for the extent of the corres- 
ponding 3 dB contour by introducing the aperture efficiency n, 
i.e.,       ; *   i 

6  = radial extent of the 3 dB gain contour 

• o r/ n—vT^ (2.14) 

2.6      APPLICATION OR, BEAM THEORY TO LASA 

For system considerations, it is convenient to deal with 
the 3 dB contour dimensions in terms of kilometers and the array 
dimensions'in terms of degrees. Thus,corresponding to Equations 
2.9 and 2.14,we have 

S, = 3 dB transverse extent in km 

csinAQ       -. 
= Re°t = T (A  h ) 2" (2'15) A ,oj o;   ny° 
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S  = 3 dB radial extent in km r 

• V, - T?A ,h ) ? -T (2-16' AA  o' O     nYp 

where yt° and Yr° 
are the transverse and radial extents of the 

array in degrees, Re is the radius of the earth, and c is a 
constant equal to l80Re/ir.  Figure 2.5 contains smoothed plots 
of the factors osinA/TA and c/TAA versus the range A°(in degrees). 
The values for the curves were calculated using P-phase travel 
times obtained from the Jeffreys-Bullen travel time tables (3)- 

In Section III,LASA array patterns are presented for 
three different ranges.  Although those patterns were computed 
using a transient, the beamwidths obtained will be compared 
with those predicted by the theory developed in this section 
for a 1 Hz signal in order to infer the approximate value of 
the aperture efficiency n• 

The 3 dB transverse extents for LASA obtained in Sec- 
tion III are 800 km, 1000 km, and 1100 km for ranges of 48°, 
64° and 84°, respectively.  The value  of n that lea,ds to these 
beamwidths using the expressions of this section is approximately 
0.5.  A similar comparison with the patterns presented in Sec- 
tion IV .for a random array with 525 elements and a two-degree 
diameter leads to a value of the aperture efficiency of approxi- 
mately 0.65, 

It can be observed that LASA having a greater concen- 
tration of elements near the center than the random array 
considered in Section IV, has a smaller aperture efficiency. 

2.7      SUMMARY AND CONCLUSIONS 

A measure of the beamwldth of teleselsmic arrays has 
been derived in terms of the aperture of the array and the 
range to the focus point.,  This derivation Is based on several 
simplifying assumptions:  1) a 1 Hz continuous signal is 
assumed; 2) a convenient measure of beamwldth which Involves 
differential time delay of the signal at the extremes of the 
aperture Is used; 3) simple spherical geometry is employed and 
4) the J-B travel time tables are used to obtain travel time as 
a function of range.  The results of the derivations have been 
compared with calculated array patterns for LASA and for a ran- 
dom array of LASA dimensions, and reasonable agreement has been 
observed.  This derivation was originally intended to provide \ 
a rough estimate of the extent of the array pattern that would 
result with a given range and aperture.  As it is now relatively 
easy (by means of the appropriate computer program) to calculate 
patterns for specific arrays, and for more realistic signals, 
we do not anticipate any further use of the results of this de- 
rivation.  Several of these computer-aided pattern calculations 
are presented in the next section. 
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SECTION III 

ARRAY PATTERN COMPUTATIONS 

The array characteristics of LASA have in the past been 
principally studied in terms of gain patterns in frequency wave 
number space (see,e.g., reference 4). Generally, these K-space 
patterns are based on a straight summation of the array seismo- 
meter outputs with no filtering applied prior to summing.  The 
seismometers themselves are assumed to be frequency independent. 
Under these conditons, the response in two-dimensional wave num- 
ber space is sufficient to describe the properties of the array. 
Such K-space patterns are particularly useful for examining the 
noise discrimination properties of seismic arrays. 

From a systems point of view certain array performance 
parameters assume importance.  These include the dimensions of 
the 3 dB gain contour at the array focal point (see Section II), 
the array sidelobe structure in the radial and transverse planes, 
etc.  Usual array patterns are calculated on the basis of received 
sinewave signals.  In practice, transient signals are received by 
the array and hence it is of interest to examine the affect on 
array performance caused by the reception of wideband signals 
rather than sinewaves.  Lastly, it is instructive to include range 
dependent factors such as spreading loss and attenuation in the 
array computations. 

Since the above quantities are not readily derivable from 
K-space patterns, we have directly calculated the radial and trans- 
verse array patterns for LASA focused at each of these locations. 
These calculations are based on the following: 1) only the 21 cen- 
ter elements are used, since the cluster dimensions are on the 
order of one wavelength of the seismic signals; 2) the LONGSHOT 
transient as recorded at the center element of AO is used for the 
received signal at each element; 3) unsmoothed J-B travel-times 
are employed. 

3.1      RADIAL AND TRANSVERSE BEAM PATTERNS 

Figure 3.1 illustrates the geometry applicable to the 
beam pattern calculations, and shows qualitatively the appear- 
ance of a radial and transverse beam pattern.  The array con- 
sists of N identical seismometers spread over a plane area as 
indicated by the circular boundary in Figure 3.1.  The array is 
focused at a point S.  The great circle A  represents the axis 
of the main beam of the array.  As shown in Figure 3.1, the dis- 
tance in radians from the array center (located at point Q) to 
the focus S is defined as AQ, and the azimuth of the focal 
point measured at the center of the array is defined as Az . 
The great circle A^ is normal to A  at the focus and defines the 
axis of the transverse beam of the array pattern 
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The positions of the various seismometers in the array 
are defined by the position vectors r, (k=l,2,...,N),which 
are vectors from the array center to the various seismometers. 
Thus the output of the k• seismometer is given by 

xk (t) = s(t-a-?k) (3.1) 

where s(t') is the received waveform at the array center, and 
a is the delay vector per unit distance.  The vector a charac- 
terizes the phase velocity of the seismic signal and its angle 
of arrival with respect to the array.  That is, for a given 
array location, every point at teleseismic distance can be 
characterized by a single delay vector a.  As is evident,the 
above statements are based on far field assumptions. 

Let a be the delay vector associated with the focus at 
point S. If we delay all seismometer outputs by an amount 
a •?, (k=l,2,...,N) and sum the delayed outputs we will obtain 
a beam focused at point S. Thus,for a source at the focus,the 
array output,V (t),will be Ns(t). If the source is located at 
a point other than the focus the array output takes or^ a value 

-N. 
VQ(t) = I   s(t- (a -aQ)-?k) (3.2) 

k=l 

For a^a   the output given by Equation 3.2 will be a distorted 
version of Ns(t), and will be of lower peak amplitude. 

The following will briefly outline the computational 
steps involved in the computer program for determining the 
basic array beam pattern.  The basic inputs to the program are 
the seismometer locations, focal point coordinates, a table of 
travel times appropriate for the P-phase arrival, and a set 
of sample values which specify the transient s(t).  Then for a 
given source location,the value for a is computed by taking 
derivatives of the appropriate travel times,and the results are 
used to form the sum given by Equation 3.2.  The peak value of 
the sum is selected and normalized with respect to the peak 
array output obtained at the focus.  This normalized output then 
represents the array output corresponding to the chosen source 
location. 

To obtain the transverse pattern of the array the 
above computation is . iterated for a series of source points 
located along A, (see Figure 3.1).  Similarly, the radial 
array pattern is obtained by locating sources along the great 
circle A . r 

The actual computations used for the transient s(t), 
the P-phase signal of the LONGSHOT event as recorded at the 
center element of the LASA AO cluster.  The curves labeled 
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"a" of Figures 3-2, 3-4, and 3.6 show the result of this 
calculation for the radial pattern for focal points at 
distances of 48°, 64°, and 84° respectively.  These curves 
do not include the effect of range loss.  Figures 3-3, 3-5, 
and 3-7 show the corresponding transverse array patterns. 
Since for the transverse case the distances from the various 
source points to the array is practically constant,there is 
no need for range loss corrections. 

3.2     RANGE LOSS CORRECTIONS 

It is evident that for the case of the radial pattern 
the actual value of the array output will increase for source 
points along A  with ranges less the A  and will decrease for 
source points with ranges greater than A , when compared to 
the patterns obtained in Section 3.2.  To account for this the 
computer program was also designed to provide plots of the 
radial pattern corrected to include the effects of range loss. 

Range loss is composed of two components:  one 
due to the spreading of the seismic energy as it leaves the 
source point, and  the other  due to an actual energy loss due 
to absorption.  Spaerical spreading was assumed and hence the 
array output as defined in Section 3.2 was scaled by a factor 
Ao — for an event at distance A from the array center. 

The absorption loss L.(io,A) is both frequency dependent 
and range dependent.  The functional form assumed for L .(<*),A) 
is given below (see Section XIII) A 

LA(co,A) = exp (- |^-Q) (3-3) 

where 
u> = angular frequency of the seismic wave 

c = velocity of propagation 

Q = ratio of energy stored to energy lost per cycle 

Thus the necessary correction factor to account for absorption 
is given by 

LA(u,Ao)   
exp t    2cQ i U,4j 

That is, the array output corresponding to an event at a dis- 
tance A from the array is scaled by the factor given by 
Equation 3.4.  In utilizing the values for the absorption scale 
factor given by Equation 3-4,a value of 2000 for Q was assumed 
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and the frequency was taken as 1 Hz.  This choice of frequency 
corresponds to the dominant period contained in the LONGSHOT 
P-phase signal. 

The curves labeled "b" of Figures 3*2, 3*4 and 3*6 are 
the resulting radial patterns obtained by applying the range 
correction factors discussed above to curves labeled "a." 

3.3     SUMMARY OF LASA BEAM PATTERN RESULTS 

Some discussion is necessary to describe the array 
configuration that was utilized in the array pattern calcula- 
tion,since it is a simplified version of the actual LASA con- 
figuration.  The actual LASA configuration consists of 21 
clusters,each containing 25 seismometers.  For a frequency of 
1 Hz (the predominant P-phase signal frequency) the cluster 
dimensions are on the order of a wavelength.  Thus>for the 
signals of interest5the pattern of a single cluster is quite 
broad.  Based on this fact,it was assumed that the array patterns 
for LASA could be closely approximated by considering the 21- 
element array formed by the center seismometers of eacfi cluster. 
This simplification greatly reduces the amount of computer 
computation necessary for beam calculations. 

As mentioned previously,Figures 3*2 through 3.7 dis- 
play the results of the beam pattern computations for a simu- 
lated LASA receiving the LONGSHOT signal.  Array focal points 
were chosen at Amchitka, the Kurile region and Kazakh.  The 
3 dB extent of the radial and transverse patterns obtained for 
each of the above focal points are summarized in the following 
table. 

3 dB Extent of 3 dB Extent of 
A       Transverse Pattern       Radial Pattern 

48° 7° 12° 

64° 9° 13° 
84° 10° 10° 

There are negligible differences in the 3 dB extent of the radial 
pattern for the range corrected and uncorrected patterns.  As 
expected,the radial beamwidths are generally larger than the 
corresponding transverse beamwidths,since the derivative of the 
angle of incidence with respect to range is less than unity at 
teleseismic distances. 

A few general comments about the array patterns are in 
order.  Some of the minor kinks in the array patterns are due 
to the fact that unsmoothed versions of the travel-time deriva- 
tives were used in the computations.  The sidelobe level of the 
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transverse pattern is significantly lower than that of the 
corresponding uncorrected radial pattern.  This is due to 
the fact that in the radial plane the angular extent of a ray 
bundle at the source is compressed when it reaches the array. 
The sidelobes of the radial pattern degrade even further when 
the range correction factors are applied to the pattern.  In 
Section IV randomization of array elements is investigated as 
a means of improving the sidelobes. 
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SECTION IV 

RANDOM ARRAY THEORY AND SIMULATION 

The beam pattern calculations of Section III indicate 
that the sidelobe performance of LASA-Montana (as simulated by 
considering a 21 element array with elements located at the clus- 
ter centers) leaves much to be desired.  The major cause for the 
poor sidelobe performance is the fact that the array is thin.  One 
method of improving array sidelobe performance under such condi- 
tions is to randomize the location of the array elements.  This 
section considers a random array of 525 elements whose extent 
approximates that of LASA-Montana.  It is realized that there are 
many practical difficulties which mitigate against randomizing 
the entire LASA array.  However such an analysis will bound the 
improvement in sidelobe performance obtainable from array element 
randomization. 

In the analysis of the random array the x-y coordinates 
of each of the array elements are assumed to be independent 
Gaussian random variables with identical variances and zero means. 
The origin of the coordinate system is located at the array center, 
A closed-form expression for the average radial beam pattern is 
developed.  The results of a computer simulation of a 525 element 
random array are presented so that comparisons can be made with 
the theoretical results.  The simulated beam patterns are shown 
to compare favorably with the average pattern predicted by theory. 
Consideration is also given to the dependence of the beam dimen- 
sions and teleseismic sidelobe level on the number of array 
elements. 

4.1      RADIAL BEAM OF AN ARRAY WITH RANDOM ELEMENTS. 

In analyzing the beam pattern of a random LASA a number 
of simplifying assumptions will be made.  Arrays with large num- 
bers of elements will be considered, truncation effects will be 
ignored, and the incoming wave will be assumed to be narrowband. 
The coordinates which locate the array elements will be indepen- 
dent, zero mean, normal random variables.  With the above simpli- 
fications, it will be shown that the resulting radial array pat- 
tern of the random array is essentially the Fourier transform of 
the probability density function of the random variable R, de- 
fined as the projection of the element locations onto the radial 
meridian (defined in Section III).  Hence, for the assumed normal 
distribution of array elements, the expected array pattern will 
have a Gaussian shape. 

In the following, the density function of a zero mean, 
normal, random variable with variance o2 will be denoted by 
N(o a).  In practice, due to the finite size of the array, the 
elements will follow a truncated normal distribution rather than 
a true normal distribution.  Two parameters define a symmetrical 
truncated zero mean normal distribution:  the variance, a^,   and 
the truncation point, R * '  max 
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In our case R   corresponds to the maximum distance from the 
array center ar which an array element can be located. 

In determining the radial array pattern at an angle 0 
(see Figure 4.1),it is first necessary to project the array 
elements onto the radial line,>  Hence the length of the proj 
tion of the array element with coordinates (x,y) is given by 

R « xsln 0 + ycos G ( M 11) 

ec- 

If x and y are independent, random normal, variables 
with zero means, then R will also be a zero mean, normal ran- 
dom variable,since it Is a linear combination of normal random 
variables.  Also, because of the sine-cosine coefficients, the 
variance of R will be the same as that of x and y. 

FIGURE 4.1 

GEOMETRY FOR RATiOOU ARRAY SIMULATION 

Hence for normally distributed elements, the expected array 
patterns are independent of Az , the azimuth of the focus 

-27- 



For a narrowband signal the radial pattern is given by: 

N 
*(o)=|(l/N)j;   exp(j2irfoR, )| (4.2) 

1 = 1 X 

where 
f = frequency of the incoming wave 
N = number of array elements 
a  = relative delay per unit distance along the 

radial meridian-      , 
R.= the projection of the i   element onto the 

radial meridian 

For a large number of elements 

1  N 
cr I     exp (J2irfaR, )-»-E{exp(J2ir'faR)}        (4.3) 1    1 = 1 x 

Hence for large N 

*(o)=| E{exp(j27rfaR)}| (4.4) 

where E is the expectation operator. 
The characteristic function of a zero mean Gaussian random vari- 
able has a real Gaussian form.  That is, 

¥(<*) = exp(-2Tr2a2f2a2) (4.5) 

Hence f(a) has a Gaussian shape and a "width" that is inversely 
proportional to the standard deviation of the element locations 
and to the frequency, f. 

4.2     RANDOM ARRAY SIMULATION 

4.2.1  Comparison with Clustered LASA 

A 525-element array with randomly located elements was 
simulated.  A standard deviation of .5 degrees and a maximum 
distance to the array center (Rmax^ 

of one deSree were chosen. 
The array obtained is shown,in Figure 4.2.  The standard devia- 
tion was chosen to be one-half of the maximum distance to 
avoid strong sidelqbe generation due to truncation of the den- 
sity function.  For a>  h  Rmax the actual array beamwidth will 
be smaller than computed, but the truncation effect will start 
to become important.  No attempt has been made to find an 
"optimum" a for a given Rmax« 
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The patterns obtained are shown in Figures 4.3-4.8, and 
correspond to the same focuses used in Section III for LASA. 
The corresponding LASA patterns appear In these figures as dashed 
lines, and all radial patterns Indicate the effect of attenuation 
and geometric spreading as described in Section III.  It can be 
observed that the teleseismic sidelobes for the computed random 
array are 10-15 dB lower than a clustered LASA with-.the same 
number of seismometers.  The main lobe is somewhat narrower for 
this particular set of parameter values.  For comparison purposes, 
Figure 4.5 includes the theoretically derived average radial pat- 
tern for a random array with a o=0.5-  This average.radial pattern 
is derived from Equation 4.5 by converting a to range in degrees 
using the J-B travel time tables, and correcting the resulting 
radial pattern to include the effect of spreading and attenuation. 
The average theoretical pattern compares favorably with the com- 
puted pattern for the random array of Figure 4.2. 

4.2.2   Effect of Number of Elements 

Arrays with different numbers of elements were simulated, 
and the corresponding patterns are shown in Figures.4.9 and 4.10. 
The same parameter values as in Section 4.2.1 were used.  Four 
different choices for the number of elements were considered: 
525, 263, 132, and 66.  The resulting radial patterns are pre- 
sented in Figure 4.9 with the LASA pattern as a reference.  The 
corresponding transverse patterns can be found in Figure 4.10. 

It may be observed that the main beam dimensions are 
not very sensitive to the number of elements in the array con- 
sidered.  The transverse patterns show a similar teleseismic 
sidelobe level for the three largest numbers of elements studied. 
With only 66 elements, the sidelobe level is somewhat higher, 
but still less than that of LASA-Montana.  Similar observations 
apply to the radial patterns.  It may be concluded that in sites 
with a high teleseismic noise level, unclustered seismic array of 
some 100 elements are likely to outperform clustered arrays of 
geometries similar to LASA when delayed sum processing is employed, 

4.3      SUMMARY AND CONCLUSIONS 

Random arrays were studied as a means of improving the 
sidelobe performance of a clustered LASA.  A theoretically 
derived average array pattern was obtained for the random array. 
The derived array pattern indicated that much improved sidelobe 
performance could be expected from the random array on the average 
The question then arises as to how well will the array pattern of 
a specific random array (out of the ensemble of random arrays) 
compare with the theoretically derived average pattern.  We expect 
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that with high probability most members of the ensemble will 
yield an array pattern which compares favorably with the average 
pattern associated with the ensemble.  A specific random array 
consisting of 525 elements was simulated and its pattern cal- 
culated.  For this case, the actual pattern of the simulated 
random array yielded results similar to the theoretically de- 
rived average array pattern.  Further, the calculations indicated 
that the 525 element random array resulted in a teleseismic 
sidelobe level some 10-15 dB less than that calculated for LASA- 
Montana. 

Since it is impractical to randomize all the elements 
of LASA, random arrays with fewer elements than 525 were 
examined.  In particular random arrays having 66, 132, and 263 
elements were simulated and the resulting array patterns cal- 
culated.  It was observed that the array beamwidth was not 
significantly altered when the number of array elements was 
reduced.  The sidelobe performance was observed to gradually 
degrade as the number of array elements was reduced.  However, 
even in the case of the 66 element random array the sidelobe 
performance was usually at least 6 dB better than that calculated 
for LASA-Montana. 
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SECTION V 

DETECTION OF NUCLEAR EXPLOSIONS IN THE PRESENCE OF 

LARGE NATURAL EVENTS 

If a country decided to violate an underground test 
ban treaty, one of the strategies that it would be likely to 
choose is selecting an area of high seismicity for the test. 
There are two reasons for such a selection:  the nuclear 
test might not be detected at all if its signal arrives at 
the monitoring stations simultaneously with one from a large 
earthquake, and, if it is detected,it might be mistaken for 
an earthquake. 

Large events produce signals of considerable duration 
at the receiving instruments.  A magnitude-six earthquake, 
for example, is likely to last many minutes before its power 
decreases by the equivalent of one magnitude unit.  This 
slow decay rate of the power at the receiver is a serious 
limitation on monitoring capabilities.  Certain array and 
signal processing techniques can be used to advantage for 
reducing the interference of the earthquake.  Two of these 
techniques are discussed in this section; both of them are 
strongly related to the directional characteristics of arrays. 
In both approaches to detecting underground nuclear tests in 
the vicinity of natural earthquakes four considerations are 
of interest:  the relative magnitudes of the two events, the 
relative geometry of the two, the relative time of occurrence 
of the two, and the geometrical distribution of receiving 
stations about the epicenters of the two events. 

The first approach consists of "steering" one or 
more nulls of the array pattern in the direction of the 
earthquake.  The limitations that these nulls place on search- 
ing nearby regions for test explosions will be discussed to- 
gether with the quality of nulls which might be obtained. 
This discussion begins with the introduction of the simple 
concept of a seismic dipole.  This Is followed by a discussion 
of the patterns of a seismic dipole.  The characteristics of 
an array of LASA dimensions that is formed by combining these 
dipoles is also discussed.  Finally the effect of the sampling 
rate on the effectiveness of a nulling array is briefly dis- 
cussed. 

The second approach to the suppression of earthquake 
signals consists of steering the main lobe of an array pattern 
toward the suspected test site; this approach requires a narrow 
main beam and a low sidelobe level so that an earthquake near 
the shot epicenter would not contribute significantly to the 
array output when the array is "steered" to the shot.  The 3 dB 
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beamwidth of LASA-Montana., for example, is on the order of 
10° at teleseismic ranges - far too large for the purpose In- 
tended here.  Thus, continental-size  arrays would be necessary 
in order to search for test explosions detonated in seismically 
active areas.  We shall present four calculated patterns for 
continental-size  arrays in order to give some indication of 
the patterns that might be achieved.  Unfortunately^due to some 
difficulties in obtaining data in proper format}we have not 
yet been able to study experimentally the effectiveness of such 
an array in suppressing earthquake signals. 

5.1     SEISMIC DIPOLES 

A pair of seismometers,the outputs of which are de- 
layed according to some rule and then subtracted, will be 
referred to as a seismic dipole. 

The response of such a dipole to a plane wave can be 
expressed as a function of one angle measured on the plane 
determined by the axis of the seismic dipole and the direc- 
tion of propagation of the wave.  This angle 0 is formed by 
the normal to the dipole axis and the direction of propaga- 
tion of the plane wave. 

5.1.1  Seismic Dipole Response in Terms of the Angle 0 

Let us consider such a dipole as is shown in Figure 5.1. 
The array possesses a null in the direction 0=0 (broadside), for e=o; 
the angle 0  where the dipole response is maximum is given by: 

0  = sin- (^-r)   X = fundamental wave-        (5.1) 
m        da length (~14 km) 

We can see that a seismic dipole of length d of 
approximately 60 km would possess a first maximum in its out- 
put for an angle  0  as close as 7 degrees to the null.  This 
high slope of the pattern can be of great help in the problem 
we are analyzing. 

If we choose a delay x so as to have a null in the 
direction 0 , the angle 0m , (angle of maximum output  closest 
to 0 ), will be given by: 1 

0m  = sin
-1 (± 5H + sin © ) (5.2) m, da o 

There are many angles where the conditions for maximum output 
are satisfied, and they are given by the general expression 
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FIGURE 5.1 
SEISMIC DIPOLE 

FIGURE 5.2 
SEISMIC  DIPOLE OUTPUT 
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0m  = sin 
1(± ^~  £ + sin 0Q)   j=0,l,2...    (5.3) 

J 

The angles for which the output is zero (a null in the 
pattern) are given by: 

0   = sin_1(± ^4 + sin 0 )  J-0,1,2...        (5.4) n. d       o     ' ' 
J 

The angle 0 will be a function of range and azimuth. 

The characteristics of the pattern are not greatly 
affected by the introduction of a delay, the null is just 
placed at the corresponding 0 ; for small 0 , the shape of 
the pattern will remain very close to the corresponding pat- 
tern for 0 =0 shown in Figure 5.2. 

5.1.2  Response of a Seismic Dipole in Geographical Coordinates 

Consider a seismic dipole formed with two of LASA's 
elements.  We shall steer a null to a certain point on the sur- 
face of the earth and compute the response of the dipole for 
events coming from the region of the null.  Figure 5.3 pre- 
sents a schematic diagram of the configuration under considera- 
tion. 

In order to steer the null to N, a delay T  is intro- 
duced and then the two signals are subtracted. 

T  = k, dsin0 o   A     o o 

where k   = -i  = slope of the travel- (5.5) 
o    A    time curve in sec/deg o 

d = length of the dipole in degrees 

The expected pattern is shown in Figure 5•^• 

The locus of the first null is obtained by setting the 
relative delay between arrivals equal to T .  Therefore, 

dkAsin0 = dkA sin0 (5.6) A        A    o o 
(Equation of locus 5 in Figure 5.4) 
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FIGURE   5.3 
SEISMIC   DIPOLE  LOCATION  FOR PATTERN   COMPUTATION 
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FIGURE  5.4 
EXPECTED PATTERN FOR SEISMIC   DIPOLE 
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In order to have the maximum output, the difference 
between the actual delay in arrival and the "built in" delay 
x  should be equal to hT  where T is the period of the domin- 
ant frequency. 

d|kAsine - kA sinelj = T/2 (5-7) 
o 

In a similar fashion, the conditions for the rest of the con- 
tours may be obtained,,  The following parameter values have 
been used: 

T = 1 sec 
d = 64 km 

A  = 62° o 

Az  = 320° 

(5.8) 

The resulting dipole response is plotted in Figure 5.5; the 
corresponding region of the total pattern of the dipole is 
indicated in Figure 5.6.  Observe that if a null is steered at 
a point 0 in Figure 5.6 (broadside to the dipole), then all 
points lying on the great circle that joins 0 and the array 
center, C will also produce a zero response.  On the other 
hand, if the null is steered to a point M (on the axis of the 
dipole), the great circle joining M and C will show alternat- 
ing maxima and minima. 

The radial beamwidth is considerably greater than the 
transverse beamwidth for a null placed at M.  As a matter of 
fact, a dipole of approximately 200 km would have the second 
null at about 20° from the first null. 

It can be observed that the response at two dipoles 
such as shown in Figure 5.7 is going to show regions of maximum 
output such as indicated by the shaded areas in Figure 5-7. 

In order to have circular symmetry about the null, N, 
dp needs to be Larger than d-j_. A distance dp on the order of 
200 km is required. 

We expect that having the freedom to choose elements 
from a very large array, a pattern that has a central null 
surrounded by a region of high response could be obtained. 
The dipoles are required to have different lengths and orienta- 
tions.  Obviously,the width of the region of high response de- 
pends on the size of the dipoles. 
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FIGURE  5.6 
REGION  OF THE TOTAL PATTERN OF THE DIPOLE 

ILLUSTRATED   IN FIGURE 5.5 

FIGURE   5.7 
PATTERN  OF AN ARRAY  OF TWO   DIPOLES 
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5.1-3   Effect of Time Sampling Rate on Efficiency of Nulling 

In order to be able to steer a complete null (- °° dB), 
two conditions have to be satisfied:  the signals in the elements 
have to be identical and the steering delay has to align both 
signals exactly.  The first condition is met fairly well by the 
first second  of the P-arrival but not by the P-coda (and we 
were not successful at extending the useful region into the 
P-coda by employing calculations designed to remove local re- 
verberations).  The second condition cannot be met using dis- 
crete time records without interpolation, since the desired time 
resolution is less than the sampling period.  Using a 1 Hz 
sinewave for illustration, it can be shown that the relative 
suppression will be given by: 

G = /2-2 cos 2F6  where 6 = misalignment in seconds 

Three sample values of suppression, corresponding to three 
possible values of 6 are tabulated below: 

6 [Sample points 
for 20 s.p.s. 1 

G (Seismic 
sec G G(dB) magnitude 

0 0 — CO — 00 

025 .155 -16 -.5 

05 .285 -10.5 -.3 

h 
l 

From this table it is clear that the obtainable suppression is 
seriously deteriorated by timing errors.  In order to im- 
prove the suppression capabilities ,a higher sampling rate or 
an interpolation between the sample points is required. 

5.2     CALCULATED PATTERNS FOR CONTINENTAL-SIZE ARRAYS 

A continental-size array will be necessary if an array 
pattern with a narrow enough main beam and low enough side- 
lobes to allow searching for a nuclear test in the vicinity of 
a natural earthquake is desired.  Figures 5-8 and 5.9 present 
calculations of array patterns that might result from contin- 
ental size arrays.  For these calculations two different arrays 
(one with 27 stations and one with 17 stations) and two differ- 
ent focus points were used.  These choices correspond to sta- 
tions and epicenters for which we have requested data. 

Two patterns were obtained for each array:  the 
"latitude cut" and the "longitude cut."  These patterns were 
obtained by calculating the maximum value of the array output 
that would occur with the source placed at different points 
on the focus meridian (the latitude cut) and on the focus par- 
allel (the longitude cut).  For all of these calculations it is 
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assumed that the seismic records consist of one period of a 
1 Hz sinewave.  It should be noted that this method of calcu- 
lating the pattern must lead to a pattern that is never smaller 
in amplitude than the reciprocal of the number of elements in 
the array, when the maximum of the pattern is normalized to unity. 
Furthermore,these patterns apply only to that portion of the coda 
of the earthquake which is correlated.  The uncorrelated, component 
of the coda should not be sensitive to the aiming point of the 
array.  This portion of the energy should be reduced by the num- 
ber of elements in the array at all angles. 

For purposes of comparison, patterns calculated on the 
same basis for an array consisting of the center elements of the 
LASA-Montana clusters are also presented in Figures 5-8 and 5-9- 
Figure 5.8 presents the two patterns for the array described in 
Table XV.  From this figure it is clear that the beamwidth for 
the continental-size array is one order of magnitude smaller than 
that of LASA-Montana.  The same observation may be made from 
Figure 5-9, which is based on the array described in Table XVI. 

These calculations indicate that very narrow beamwidths 
(less than 1 degree) and relatively low sidelobes might be 
obtained from continental-size arrays.  Several qualifications 
should be placed on this conclusion.  First of all, in making 
this calculation it was assumed that the seismic signal could 
be replaced by one period of a 1 Hz sinewave.  Actual earth- 
quake signals, where the rate of decay of the signal after its 
Initial peak is relatively slow, may lead to quite different 
beam patterns.  Even if this is not the case, the practical 
problems of implementing such an enormous array are, of course, 
considerable.  Most obvious of these is the communications pro- 
blem of getting all of the seismic records together for further 
processing. 

5.3      SUMMARY AND CONCLUSIONS 

This section has presented some early considerations 
and calculations relating to the problem of detecting covert 
nuclear tests in the presence of natural earthquakes.  The cal- 
culated array patterns for continental-size arrays indicate 
that such arrays may be very useful in searching for nuclear 
tests in the vicinity of earthquakes since beamwidths on the 
order of 1° appear possible.  It should be stressed at this 
point that these array patterns must eventually be considered 
in the context of a detection system that consists of more than 
a single continental-size array.  Until these more general con- 
siderations are understood, it is not possible to reliably 
estimate parameters of a potential operational system such as 
search times or minimum magnitude of a nuclear test in order to 
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be detected under a given set of circumstances.  If, for example, 
a detection system consisted of a circle of seismometers surround- 
ing the region of interest, plus a continental-size array, many 
suspected test sites could be eliminated (for a specific detona- 
tion time) on the basis of single seismic records, and the region 
that must be "searched" by the array would thereby be reduced. 
Continued work on this problem will include considerations of 
possible detection systems employing continental-size arrays plus 
single seismometers, as well as further study, employing actual 
seismic data, of continental-size arrays themselves. 
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SECTION VI 

LOCATION OF EVENTS USING A SINGLE LASA 

This section deals with the location of events using a 
single LASA.  The discussion will be limited to a consideration 
of teleseismic events with direct P-phase arrivals at the array. 
Within this limitation we shall discuss the differences between 
event location by conventional triangulation methods and by 
measurements of the parameters of the ray connecting the source 
of the seismic energy and the array.  Also discussed will be the 
effects of noise-and time-errors on this single array measurement 
Finally, the results obtained to date will be presented.  Except 
for two Kurile Island earthquakes, where large errors in the 
determination of range are believed to result from errors in 
the J-B travel-time tables, the results are encouraging:  epi- 
center location errors are on the order of one-half degree. 

6.1      CONVENTIONAL AND ARRAY LOCATION TECHNIQUES 

The hypocenters of seismic events are conventionally 
located by the process of triangulation.  That is, from a 
knowledge of velocity of propagation of seismic signals and the 
arrival times of these signals at a number of seismic stations, 
it is possible to infer the epicenter of an event, the depth 
of occurrence of the event, and also the origin time of the 
event.  Since each event is characterized by four parameters, 
latitude, longitude, depth, and time of occurrence, at least 
four seismic stations are required to perform these computations. 
Obviously, the greater the number of stations detecting the 
event, the finer will be the determination of its location. 
Geometry also plays an important role in the accuracy with 
which events can be located.  When the detecting stations com- 
pletely surround the event to be located, the accuracy of 
location is superior to the case when the detecting stations 
are all located so as to lie on nearly the same bearing from 
the event to be located.  When attempting conventional loca- 
tion of events with a single LASA, it is this latter limita- 
tion on accuracy which is dominant, for the total collection 
of sensors contained in a single LASA subtends at most a few 
degrees in azimuth as viewed from any epicenter of an event 
at teleseismic ranges.  Experiments at Lincoln Laboratory with 
data from LASA-Montana bear this out, since the location 
accuracy achieved by treating the clusters as individual seis- 
mic stations is on the order of 310 km.  This error, determined 
from the distance between LASA and C&GS epicenters for 39 tele- 
seismic events, agrees quite well with a first order estimate 
of the standard deviation in event location for timing errors 
on the order of t.enths of a second (private communication from 
Dr. E.J. Kelly, Jr., Lincoln Laboratory). 
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Because the seismometers of a LASA can be operated as 
an array rather than a collection of individual stations, it is 
possible, in principle, to achieve far more precise location 
information from a single LASA than is indicated above.  Location 
of events by array techniques takes an altogether different form 
than location by triangulation.  The array is used to measure 
the direction from which the seismic signals arrive (azimuth and 
angle of incidence) by coherent combination of the signals at 
all sensors of the array.  The locus of the intersection of the 
3 dB level of a LASA beam with the surface of the earth can be 
as large as 10° for teleseismic events.  This does not mean that 
the accuracy of location with such a beam is limited to this 
magnitude of precision, however, for in the absence of interfering 
noise, etc., there is no limit to the accuracy with which angles 
may be measured with an array of any size.  Thus, the array is 
used to determine the parameters of the seismic ray connecting 
the array and the seismic source.  The hypocenter of the event 
must lie somewhere along this ray — presumably near the point 
at which the ray intersects the surface in the teleseismic 
region.  Obviously, a knowledge of the depth of focus of the 
event is required to determine precisely its hypocenter. 

Approximately 50% of the teleseismic events observed 
at LASA-Montana can be sorted for depth by pP measurement at 
Montana alone (5)-  For these events, a definite hypocenter 
location can be determined.  Where no pP depth determination 
can be made with the single LASA, prior seismicity information 
concerning the region in which the ray intersects the surface 
may be of some value.  Even here, the relatively normal angles 
of incidence of teleseismic signals at the surface of the earth 
introduce quite small errors in location.  For example, if an 
event is known to lie somewhere between the surface and a depth 
of 200 kilometers, the maximum error in location introduced for 
ranges of approximately 90° would be 25 kilometers.  For closer 
ranges, approximately 40°, this maximum error would be only 50 
kilometers.  Of course, it should be possible to combine infor- 
mation from the LASA with that obtained from other stations 
(single instrument stations as well as arrays) to obtain better 
depth estimates from the normal computer solutions for epicenters, 
However, our interest at this time is centered on what can be 
done with a single LASA.  As a result, for the following, we 
shall concentrate on the location of either surface-focus events 
or those earthquakes with known depths.  The effects of additive 
noise and timing errors will be considered, and the experimental 
results will be described. 
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6.2      LIMITATION OF ANGULAR ACCURACY BY ADDITIVE NOISE 

If one attempts to measure the angle of arrival of a 
plane wave with a pair of sensors, the accuracy of the measure- 
ment depends on the accuracy of the measurement of the following 
three quantities: the time of arrival at the individual sensors, 
the spacing between the sensors (the base line), and the velo- 
city of propagation of the wave.  When the sensors are spaced 
no farther apart than the maximum dimensions of LASA, the uncer- 
tainty in the separation of the sensors can produce at most a 
secondary effect on the accuracy of the angular measurement. 
For the present, we shall assume that the travel-time table 
from which the velocity of propagation is obtained is perfect. 
This leaves for discussion only the determination of the arrival 
time of the wave at the sensors. 

To see how additive noise will affect the measurement 
of arrival time of the seismic signals, let us consider the 
measurement of times of a zero crossing of a sine wave of fre- 
quency f, corrupted by additive Gaussian noise.  The standard 
deviation of this measurement can be shown, for the case of 
moderate signal-to-noise ratios, to be: 

°t = 2Tif(S/N) (6,1) 

where S/N is the ratio of peak-signal-to-rms-noise.  For the 
two-element array hypothesized at the beginning of this section, 
it is possible to make use of the above expression together with 
the assumption of independent noise at the two sensors to com- 
pute the standard deviation in angular measurement with this 
array for signals arriving from a direction nearly perpendicular 
to the line of the array.  This quantity is given approximately 
by the following expression: 

°0 ~~   lA   D at * 2*fi)(S/N) (6'2) 

where c is the velocity of propagation, and D is the spacing 
between elements.  By way of illustration, for events located 
at a range of 80° from the two-element array, the velocity of 
propagation is approximately 0.2 degrees/sec.  If we choose 
the spacing of these elements to represent the diameter of LASA, 
two degrees, and take the frequency as 1 Hz, which is typical 
for teleseismic signals, this standard deviation becomes: 

a0 
0.025    ,,. ic   ->• 

so° * TSTNT radians <6-3 
This figure strongly suggests that noise would not introduce 
serious errors for events with sufficient S/N to be detected 
on a single seismometer.  For smaller events, however, the 
accuracy available from the two-element array would be smaller 
than desired -- particularly in estimating range, since there 
is an angular compression of some eight-to-one in the relation- 
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ship between incidence angle and range.  Here, we should note 
that when the signals from a large number of seismometers (the 
center elements of the LASA clusters, for example) are used to 
form an array, the angular accuracy stated above can be materi- 
ally improved if additive noise is the only interfering element. 

For a multi-element array, estimates of the angular 
accuracy which can be achieved are nowhere near as simple as 
for the two-element array.  This is because the computations 
must take into account not only the actual locations of the 
elements within the array, but also the type of signal pro- 
cessing employed to combine the outputs of the various sensors 
of the array.  The particular geometry of the Montana array 
proved a difficult one to handle analytically, and estimates 
of LASA's performance have been made using a linear array with 
equally-spaced elements (see Appendix B).  For a 2 0-element 
array, a lower bound on the standard deviation in angular mea- 
surement (for conditions similar to that for the two-element 
array, independent noise at each element, and two-degree array 
dimensions) is given by: 

°0 = jbm^      ^dians (6.4) 

where (S/N)T is the square root of the power signal-to-noise 
ratio at the output of the array.  It is interesting to note 
that, if one takes into account the fact that sinusoidal signals 
were assumed, this expression can be rewritten in terms of the 
ratio of the peak-signal-to-rms-noise out of the array,(S/N)0, 
as follows: 

0.027 re   c^ 
°0 = (STFT (6'5) o 

Since there were two elements in the first array, and 20 in the 
second, the increase in performance is almost identical with 
the array gain in signal-to-noise ratio.  This suggests that 
the spacing of the elements may not be as important as o-riginally 
hypothesized, provided the noise is independent at the various 
elements of the array.  Further, it appears likely that events 
with sufficient S/N to be detected with the array can be located 
with adequate precision when additive noise is the sole cor- 
rupter of the signals.  Unfortunately, another source of error, 
more serious than that produced by additive noise, appears to 
dominate the location problem.  This is the problem of timing 
errors which will be discussed in the next section. 

-53- 



6.3      EFFECT OF TIMING ERRORS .ON ANGULAR ACCURACY 

As just mentioned, the most serious problem affecting 
the location of events with a single LASA appears to lie in 
timing errors which result from a number of sources.  At the 
moment, only two such sources that could have first order effects 
have been identified.  These are differential travel time anoma- 
lies and errors in the travel-time derivatives.  A third source 
of error, the quantized nature of the delays introduced in scan- 
ning a beam of the array, is of only secondary importance.  Both 
of the primary sources of error appear to have about the same 
magnitude of possible effect on location accuracy.  Ways of se- 
parating these effects are available .  As of this report, however 
they have not been applied to the experimental data.  An empirical 
approach, which infers the magnitude of the time errors by mea- 
suring the maximum value of the beam pattern, suggests that the 
errors in angular measurement are not inconsistent with the time 
errors that are present.  To simplify the discussion, each of the 
primary sources of timing errors will be considered separately, 
and then the measure of consistencey will be described.  Finally, 
the experimental results will be presented. 

6.3.1   Differential Local Travel-Time Anomalies 

Travel-time anomalies, in the form of station corrections, 
have long been accounted for in the determination of event loca- 
tion.  These station corrections were assumed to be zero in the 
preceding noise discussion.  In practice, however, local travel- 
time anomalies amounting to substantial fractions of a second 
exist across the Montana array.  Moreover, these anomalies (de- 
viations from the plane wave assumption introduced above) vary 
with both bearing and range of the event from the array.  While 
these anomalies have been estimated from the arrival times of 
many events located in different portions of the earth (6), good 
estimates are available only for relatively active seismic areas. 
Further, there exists considerable variance in the estimates of 
the anomalies for events in some of the regions already calibrated. 

The magnitude of these time uncertainties is perhaps 
best illustrated by way of the data presented in Table I.  Here 
the standard deviations in determination of local travel-time 
anomalies are presented for the center elements of the B, C, 
D, E, and F ring clusters of LASA for three regions of interest. 
These regions are Amchitka, Kazakh, and the Kurile Islands.  Two 
facts are immediately obvious from this table.  First, the mean 
values of these standard deviations, for all three regions, are 
substantial (0.06 to 0.08 seconds).  Second, for the Kuriles 
and Amchitka regions, where the bulk of the data were obtained 
from earthquakes, the individual anomaly standard deviations are, 
in general, at least twice as large as those for Kazakh.  Presum- 
ably this is because the Kazakh events, all surface-focus events, 
occurred within an exceedingly small geographic region. 
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TABLE I 

STANDARD DEVIATION OF LOCAL ANOMALY ESTIMATES 
FOR LASA CLUSTERS FOR THREE REGIONS 

CLUSTER KURILE 
(sec) 

Bl 0.06 

B2 0.09 

B3 0.06 

B4 0.06 

Cl 0.05 
C2 0.07 

C3 0.09 
C4 0.05 
Dl 0.05 
D2 0.07 

D3 0.07 
D4 0.09 
El 0.05 
E2 0.07 

E3 0.07 
E4 0.07 
Fl 0.10 

F2 0.07 

F3 0.07 
F4 0.08 

Mean Values 0.07 

NOTE:  All anomalies referred to AO 

AMCHITKA KAZAKH 
(sec) (sec) 

0.06 0.06 

0.07 0.02 

0.06 0.05 

0.06 0.06 

0.08 0.04 

0.09 0.10 

0.09 0.02 

0.08 0.05 

0.12 0.02 

0.08 0.01 

0.05 0.03 
0.06 0.06 

0.08 0.06 

0.07 0.06 

0.13 0.09 
0.06 0.10 

0.10 0.09 

0.07 0.12 

0.07 0.07 

0.12 0.07 

0.08 0.06 
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At this time, it is not possible to state whether the 
spread in measurements indicated by Table I results from micro- 
structural differences in the earth, is a function of perturba- 
tion of the measurements, or simply the result of too few 
measurements to date.  Suffice it to say that it is these 
anomalies which were used for the position measurements decribed 
later on. 

While the observed standard deviations in travel-time 
anomalies are not large enough to produce substantial loss in 
S/N gain for an array (providing the mean values of these anoma- 
lies are removed), they are large enough to produce substantial 
beam pointing errors.  This will be discussed further in Section 
6.4.  Before proceeding further, however, it is instructive to 
note that the mean values of the spread in the local anomalies 
indicated in Table I can result in rms pointing errors of some 
5-10% of the 3-dB beamwidth of the array.  For those ranges at 
which the LASA beam is approximately 10°, this implies a beam 
pointing error on the order of 50 to 100 km. 

6.3-2   Errors in Travel-Time Table Derivatives 

Earliest location computations were performed using the 
J-B tables.  It was soon discovered that these tables led to con- 
siderable problems.  First, since the tables were not smoothed, 
flat areas appeared in the beam patterns produced when these 
tables were used to scan the array.  Second, we have learned that 
the time derivatives of these tables can be in error by as much 
as some 10% (private communication, E. Herrin).  This latter fact 
could account for an error of some one or two degrees when 
attempting to infer range from a measurement of the angle of inci- 
dence at certain ranges.  It is just this source to which we 
attribute the large errors in range for the two Kurile earthquakes 
studied.  We understand that Dr. Eugene Herrin of SMU will soon 
be publishing a new set of travel-time tables.  Unfortunately, 
these tables were not available at the time these calculations 
were performed, and the older J-B tables were used instead. 

The problems evidenced by the flats in the array patterns 
were removed by smoothing of the travel-time table derivatives, in 
a manner suggested by Herrin, so that there existed only a con- 
stant term and even powers of range in the polynomial fit.  While 
this expedient helped, it did not remove the errors in the deriva- 
tives.  Thus, even though the correct range might be chosen for 
an event, the velocity associated with this range, and hence the 
time delays associated with scanning the beam in azimuth could be 
in error by some 10%.  For an event at a range of 80° where the 
velocity is approximately 20 km/sec, a 10% error in velocity could 
result in a timing error of some 0.02 seconds for the elements In 
the F-ring.  Of course, the error decreases for those elements in 
the center of the array, but it also increases with decreasing 
range.  As a result, this source of time errors requires further 
study.  The Herrin tables should be very useful in resolving this 
problem. 
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6.4      RELATIONSHIP BETWEEN TIMING ERRORS, ARRAY GAIN, AND 
ARRAY POINTING ERROR 

In the previous section, two sources of timing error 
which could affect angular measurement accuracy were introduced. 
We shall now assume that the travel-time anomaly errors are the 
largest of the two, and concentrate our attention on these. 
In this manner we shall avoid the problem of separating the two 
sources of error.  Let us assume then that there exists a set of 
travel-time anomalies which are correct for any event we wish to 
study.  Next, we must note that our knowledge of the anomalies 
is imperfect:  there is some difference between our estimates 
of these anomalies and the actual ones.  Let us further assume 
that these differences are random, in fact, normally distributed 
with zero mean.  The mean pointing error will be zero, and we 
may estimate the standard deviation of the pointing error of 
the array (error in angular measurement) in terms of the beam- 
width of the array and the standard deviation of the anomaly 
errors (7)• 

/F o£GB 
aQ =   radians (6.6) 

TT  /N 
where a     is the rms phase error in radians 

0R is the beamwidth in radians 

N  is the number of elements 

Because the spread in estimates of the local travel- 
time anomalies is, in general, of the same order of magnitude 
as the difference between the mean values and those measured 
for any one event studied, it is impossible to state that the 
anomalies are well-known.  Thus, comparisons of the mean cata- 
logued values and those measured for any single event do not 
adequately describe the time errors for that event, and the 
effect of these errors must be estimated by other means. 

Because it has been impossible to make direct measure- 
ments of the anomaly errors, we have resorted to an indirect 
method of estimating their contribution to the beam pointing 
error.  If, in fact, there are random errors in the time align- 
ment of the outputs from the sensors of an array, there will 
be a loss in signal gain for the array.  Thus, if the peak 
outputs of each of the sensors of an array are normalized to 
unity, and the array scanned so as to point directly at the 
energy source, with no time errors the output of the array 
should be equal to the number of sensors in the array.  Where 
there are timing errors, the output of the array will be less 
than the number of sensors.  If these time errors have zero- 
mean, normal distributions,  the loss in gain can be related 
to the number of sensors and the standard deviation of the time 
errors (8). 
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2 2        2 
-o -a -a 

G = e  e  + (l/N)(l-e  e ) - e  e   (for N large) 
(6.7) 

where G is the normalized power gain, i.e., G = 1 with no phase 
errors.  This is precisely the case at hand, for we assume that 
by taking into account the mean value of the catalogued, local 
travel-time anomalies, remaining time errors have the required 
distribution.  It is possible to combine this expression with 
that for the pointing error in such a manner as to eliminate 
the standard deviation in travel-time anomalies.  We can thus 
obtain an expression for the rms pointing error in terms of the 
array beamwidth and the loss in signal gain — both directly 
measurable quantities. 

an = 0Q /12 ln(N/A)/NTr
z (6.8) 

where A is the maximum of the array output. Assuming a pre- 
dominant period of 1 Hz for the seismic signals, we can also 
infer the rms time errors from the loss in gain. 

oT = /ln(N/A)/21T/ (6.9) 

By way of illustration, the ratio of the standard deviation of 
the beampointing error to the array beamwidth, and the standard 
deviation of the time errors are both plotted as a function of 
peak signal out of the array in Figure 6.1, where the number of 
elements in the array is taken to be 17 (center elements of all 
subarrays except the F-ring). 

In summary, a method has been found which will serve to 
estimate the errors in beam pointing which result from time 
errors in choosing local travel-time anomalies.  Experimental 
results will be compared with this estimate in a later section. 

6.5      COMPUTATIONAL PROCEDURES 

A number of surface-focus events and two Kurile earth- 
quakes were chosen for study (events 42 through 47).  Seismo- 
grams from the center elements of the LASA clusters represented 
the input data.  As a first step in the procedure, each seismo- 
gram was passed through a filter to increase the S/N of the 
records. (This filter is discussed in Section X, and its response 
is described by Equation 10.5.)  The records were also interpo- 
lated to increase the number of effective sample points from 
20 per second to 100 per second.  This step was taken to mini- 
mize errors resulting from the quantized delay steps available 
in scanning the beam.  Next, each record was normalized so that 
the peak signal in the first second after onset was unity. 

The C&GS epicenters were taken as a trial epicenter for 
the calculations, and travel-time anomalies relative to AO were 
chosen for this epicenter from published tables (6).  Each of 
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FIGURE 6.1 
RMS POINTING AND TIME ERRORS  VS. 

PEAK  ARRAY  OUTPUT 
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the seismic records was then offset by a time equal to the 
appropriate anomaly.  For the bulk of the calculations per- 
formed, a pair of beams — offset both left and right or 
greater and lesser in range — was formed, and the two beams 
scanned in small steps (0.02° or 0.04°) about the trial epi- 
center.  The first scan was in azimuth, and the second in range. 
Outputs of the two beams were subtracted, and the event location 
indicated by a null in this difference beam (peak signal in a 
two-second window surrounding the onset time for AO).  This 
nulling technique is similar to techniques used in passive 
sonar systems and was chosen as a first approach since it was 
believed that microstructure of the beam patterns caused by 
the quantized delays would make it easier to smooth the patterns 
to find this null than to find the peak of the unsquinted pattern, 
Because the LASA patterns, particularly in radial scan, are not 
symmetrical (see Section III), the squint angles could not be 
equal, as in the sonar case, but had to be determined from CW 
pattern computations for the trial epicenter.  The amount of 
squint chosen was that which caused the two beams to lap at 
the 2 dB point, thereby avoiding occasional flats in the main 
lobe pattern in the vicinity of the 3 dB point. 

Initial computations attempted to use all 21 clusters 
of the array.  In the main, this was accomplished;  however, 
occasional bad seismograms (extremely poor signal-to-noise 
ratio or badly spiked records) made it necessary to work with 
less than the complete array.  At a later date, it was sus- 
pected that time errors for the F-ring elements of the array 
were excessive, and that removal of these elements, despite 
the decrease in array aperture, would improve location accuracy. 
As will be shown below, this supposition proved false, for 
removal of the F-ring elements from the array substantially 
increased the errors in measurement. 

Finally, several spot checks were made to compare the 
angular location indicated by the difference beam with the peak 
of the unsquinted beam;  for these, the unsquinted beam was 
smoothed with a local average of 9 points.  Here, the majority 
of these checks showed angular differences of only some 0.04°, 
a negligible amount.  For two events, however, substantial 
differences were noted.  In one case the error of measurement 
was approximately halved, while in the second it was nearly 
doubled.  These differences have not been explained. 

6.6.     EXPERIMENTAL RESULTS 

As described earlier, angular measurements were made 
using the difference between two squinted array beams.  Figures 
6.2 through 6.5 show, respectively, the unsquinted azimuth beam, 
the azimuth difference beam, the unsquinted radial scan, and 
the difference beam radial scan for the 7 May 1966 Kazakh 
event.   These figures are representative of the beam patterns 
for all events studied.  Thus, no other array patterns need 
be illustrated. 
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EVENT   NO. 47 
KAZAKH 

VERTICAL   SCALE: PEAK ARRAY OUTPUT  (LINEAR  AMPLITUDE SCALE) 

HORIZONTAL SCALE: AZIMUTH   SCAN-CENTER  POINT  CORRESPONDS 
TO  C a GS EPICENTER 

I DEGREE 
t*- H 

FIGURE 6-2 

UNSQUINTED AZIMUTH  BEAM 
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EVENT NO.47 
KAZAKH 

VERTICAL  SCALE". DIFFERENCE 
PEAKS OF SQUINTED  BEAMS. 

BETWEEN 

HORIZONTAL  SCALE: AZIMUTH  SCAN 
CENTER POINT   CORRESPONDS  TO 
C8.GS   EPICENTER 

FIGURE 6-3 

AZIMUTH   DIFFERENCE   BEAM 
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EVENT  N0.47 
KAZAKH 

VERTICAL   SCALE: PEAK ARRAY OUTPUT   (LINEAR  AMPLITUDE SCALE) 

HORIZONTAL SCALE: RANGE SCAN-CENTER  POINT  CORRESPONDS 
TO  C aGS EPICENTER 

I DEGREE 
h H 

FIGURE 6-4 

UNSQUINTED  RADIAL BEAM 
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VERTICAL  SCALE: DIFFERENCE   BETWEEN 
PEAKS OF SQUINTED  BEAMS. 

HORIZONTAL   SCALE'. RANGE SCAN- 
CENTER  POINT CORRESPONDS TO 
C SGS  EPICENTER 

FIGURE 6-5 

RADIAL DIFFERENCE BEAM 
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Results of the measurements with the full array (21- 
cluster center elements) are given in Tables II and III. 
Table II gives the C&GS epicenters, the computed epicenters, 
and the distance between the two for each of the events studied 
with the full array.  Table III gives the C&GS azimuth and range, 
the computed azimuth and range, the differences between the C&GS 
and computed values, and the standard deviation of the computa- 
tions resulting from noise interference alone.  Figures 6. 6A 
through 6.6F present graphic illustrations of the differences 
in epicenter locations for these events. 

Tables IV and V give the same information for events 
studied with the F-ring eliminated from the array.  As stated 
earlier, it was believed that this elimination of the F-ring 
from the calculations would produce improved results;  however, 
as is obvious from these tables, the reverse is true.  The 
implication here is that the most distant elements of the array, 
despite substantial time errors, are more critical for the mea- 
surement of angles than had been supposed. 

Tables VI and VII give the array peak output, the 
array beamwidth, the standard deviation of the beam pointing 
error and the actual error for azimuth measurements on several 
of the events studied.  Table VI gives results for the complete 
array, while Table VII gives results for the reduced array. 
As can be seen from these tables, the empirical errors in azi- 
muth determination are well within the standard deviation ex- 
pected for these measurements as a result of the time errors 
inferred from the measured degradation in signal gain. 

From the results presented above, it can be seen that 
the bearing measurements are generally better than those for 
range.  This fact may be attributed to two sources.  First, the 
compression of approximately 8:1 in the angle of incidence 
necessarily causes greater errors in the range determination. 
Second, it is known that the smoothed J-B travel-time tables 
have substantial errors.  Substitution of the Herrin tables, 
when they become available, should eliminate much of the latter 
error;  however, there is no way of eliminating the first. The 
substantial range errors for the two Kurile events should be 
materially reduced with these new tables, but we expect that 
range estimates will always be poorer than those of azimuth. 
The only conclusion that can be reached at this time is that 
it appears possible to make epicenter estimates with errors of 
no more than some 50 kilometers.  Further work in reduction of 
the errors in local travel-time anomalies may be able to 
improve these results so as to have location errors no greater 
than some 25 kilometers, but this remains to be proven. 
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TABLE II 

COMPARISON OF C&GS AND COMPUTED EPICENTERS FOR LASA 

EVENT  DEPTH  MAG.  C&GS     COMP. C&GS COMP DIST. 
NO.        LAT.     LAT. LON. LON. PEG. 

47    0   4.9 49.700N 50.306N 77.900E 78.093E 0.619 

42 0   6.0  51.438N 51.957N 179.182E 179.146E 0.521 

45 0    6.3  49.800N  50.312N 78.100E 78.536E  0.585 

43 0   5.8 49.800N 50.295N 78.100E 78.390E 0.530 

44 33   4.7  48.400N  45-971N 154.700E 15O.766E  3.619 

46 33   4.5 45.600N 43.340N 150.100E 147.597E 2.884 

TABLE III 

COMPARISON OF C&GS AND COMPUTER BEARINGS 
AND RANGES FOR LASA 

EVENT  C&GS     COMP. ST.DEV. C&GS    COMP. ST.DEV. 
NO.    AZ       AZ     DIFF.  NOISE   RANGE   RANGE   DIFF. NOISE 

47 357.310 357.215 0.094 0.045 83.930 83.319 0.612 0.141 

42 304.600 305.257 O.658 0.007 47.150 49.949 0.199 0.037 

45 357.180 356.930 0.254 0.006 83.820 83.297 0.527 0.018 

43 357.180 357.024 0.161 0.006 83.820 83.319 0.505 0.020 

44 311.850 311-784 0.070 0.013 62.070 65.690 3.619 0.050 

46 311.830 311-423 0.409 0.024 66.280 69.143 2.859 0.092 
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TABLE VI 

AMPLITUDE-INFERRED AND MEASURED POINTING 
ERRORS FOR LASA 

ST.DEV. ACTUAL 
EVENT POINTING POINTING 
NO. ARRAY PEAK BEAMWIDTH ERROR ERROR 

45 18.26 7.92° 0.713° 0.254° 

43 17.28 7.44° 0.781° 0.161° 

44 15-55 5.74° 0.724° 0.070° 

TABLE VII 

AMPLITUDE-INFERRED AND MEASURED POINTING 
ERRORS FOR LASA WITHOUT THE F-RING 

ST.DEV. ACTUAL 
EVENT POINTING POINTING 
NO. ARRAY PEAK BEAMWIDTH ERROR ERROR 

42 13-44 8.04° 1.04° 0.867° 

43 15.00 22.40° 2.2° 0.837° 

45 15.65 27.24° 2.1° 0.691° 
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SECTION VII 

ARRAY PROCESSING FOR SIGNAL-TO-NOISE ENHANCEMENT 

One of the principal objectives in processing the out- 
puts of seismic arrays is the enhancement of the signal-to-nolse 
ratio over that available from a single seismometer.  Three 
general methods of array processing currently in use are, in 
order of increasing complexity, delayed sum (DS), weighted 
delayed sum (WDS), and filter and sum (FS).  The FS processing, 
which is also called maximum-likelihood processing, is usually 
superior to the other two, but it is also considerably more 
complex to implement.  The DS processing is by far the simplest 
of the three but is degraded by the coherence of the noise across 
array elements.  The FS processing (and to a lesser extent the 
WDS processing) is able to use this noise correlation across 
elements to advantage.  These processing techniques have been 
extensively studied by other laboratories (see, for example, 
reference 9).  Lincoln Laboratories has concluded that the 
FS processing can be very useful within a subarray of diameter 
between 7 and 20 km but that for larger apertures simpler 
schemes might well be adequate.  As already Indicated, the 
principal consideration in determining the relative performance 
of these processing schemes is the degree of noise correlation 
across the array.  In this section we shall be principally 
concerned with the simplest of the processing schemes, the 
delayed sum processing.  Two simple formulas that relate the 
available processing gain to the degree of noise and signal 
correlation across the array will be derived.  As these formulas 
indicate  the functional dependence of processing gain on corre- 
lation across the array, they will be of value In examining 
data in other sections of this report.  The formulas are not 
intended to answer the question of what is the best or most 
practical processing scheme for a given array (this question has 
been extensively studied by others), but rather they relate to 
the question of how well the simple DS processing will perform. 

There are several parallels between the problem of 
processing the outputs of the seismic array and the collection 
of problems in communication theory related to diversity com- 
bining;  there are also some very important differences between 
these two classes of problems.  By considering the similarity 
of these two problems it is possible that some additional in- 
sights may be available and that some relevant results may be 
carried over from the communication context to that of seismic 
array processing.  This topic will be briefly discussed below 
and, in particular, a diversity combining rule that is used in 
the automatic pP test that is discussed in Section X will be 
cited. 
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7.1      DS PROCESSING GAIN AS A FUNCTION OF SIGNAL AND NOISE 
COHERENCE 

In this sectiorijthe processing gain available from a 
seismic array is expressed in terms of a quantity called the 
"average paired correlation coefficient."  Before proceeding 
with this derivation, several definitions are needed.  Let the 
output of the i^h seismometer in a seismic array be given by 

zi(t) = x±(t)   + n1(t) (7.1) 

where Xj_(t) is the "signal" and n^(t), the "noise."  Let T be 
the integration interval of interest for the calculations.  In 
particular,T is the integration interval over which the signal- 
to-noise ratio is defined.  The signal-to-noise ratio for the 
ith element is given by 

kil  x±
2(t)dt 

(S/N)  = \   y  %  (7.2) 
;jrj0 n1 (t)dt 

In calculating the average power of the summed signal, the 
crosscorrelations  of the various time functions become impor- 
tant.  For convenience, we shall define these correlations by 

xTxT = ±J* x.(t)x.(t)dt//^x.2(t)dt ±/V2(t)dt      (7.3) 

T / I     T T 
nTnT = ±J  ni(t)nj(t)dt/ /ij n±

2(t)dt  |/ n.2(t)dt      (7.4) 

1 T / I    T T 
/  x (t)n.(t)dt/ji/ x.2(t)dt ij n.2(t)dt       (7.5) x.n  = TJ 

Note that with these definitions, 

x1x1 = 1    and      |x1x. | - 1 (7.6) 

Throughout this discussion it will be assumed that the signal 
and noise powers are the same at all elements and that all of 
the signal terms are uncorrelated with all of the noise terms. 
These assumptions are summarized in Equations 7.7 through 7.9, 
where symbols for the signal power and the noise power at each 
element are also defined. 

T 
h  x 2(t)dt = S2       all i (7.7) 
1  o •"• 

T 
h  n 2(t)dt = N2       all i (7.8) 

0 

x±n, =0 all i,j (7.9) 
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Finally, It is assumed that the array consists of M elements. 

With all of these assumptions it is clear that the 
average power in the summed seismogram is simply the sum of the 
power due to the signal and the power due to the noise, since by 
virtue of Equation 7.9 all of the crossterms will be zero.  The 
power in the signal contribution is given by 

T  M M   M   T 
i/( I  x.(t))2dt = I       I    ±/x.(t)x.(t)dt 
X0 1=1 1=1 j=l  0 X J 

,2 =   S   I     xlX. 

= MS2 + S2 I     x.x. = MS2+M(M-1)S2 p   (7.10) 
i*J 

where the quantity px, which is called the average paired corre- 
lation coefficient for the signal,has been defined.  This defi- 
nition is stated explicitly in Equation 7.11 and the corresponding 
definition for the average paired correlation coefficient for the 
noise is given in Equation 7.12. 

—    1 
P x 

pn 

M(M-l) ±J 
XiXj (7>11) 

MXiTTT l.  V^ (7'12) 

Note that the normalization for these correlation coefficients 
is chosen in such a way that their maximum possible value is 1. 
By analogy with Equation 7-10,the noise power in the output of 
the summed seismogram is given by Equation 7.13. 

T  M 
^J( I     n;L(t))

2dt = MN2+M(M-1)N2 J^ (7-13) 
'0 i-1 

Finally, then, the processing gain is given by the ratio of the 
signal-to-noise ratio of the summed output to that of the single 
elements. 

(S/N)      1+(M-1)^~ 

tb/Njin    l+(M-l)pn 

If the signal were perfectly correlated across the array and the 
noise completely uncorrelated between array elements, Equation 
7.14 would simply indicate a (power) gain of M.  As the average 
paired correlation coefficient for the noise is strongly depen- 
dent upon the relative contribution of local and teleseismic 
noise, it is useful to try to separate these contributions in 
the gain expression.  This is done with a few simplifying assump- 
tions in the next section. 
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7-2      DS PROCESSING GAIN — CONTRIBUTIONS OF LOCAL AND 
TELESEISMIC NOISE 

In this section we consider a LASA such as LASA-Montana 
which is divided into several sub-arrays, each one consisting of 
the same number of elements.  It is assumed that the noise con- 
tribution at each element consists of two components, local 
and teleseismic,   and that these two components behave indepen- 
dently.  It is assumed that the teleseismic noise contribution 
is characterized by perfect correlation across the dimensions of 
the subarrayjbut zero correlation between elements of different 
subarrays.  It will be assumed that the local noise contribution 
is also totally uncorrelated between subarrays but has an average 
paired correlation coefficient for each subarray given by PL. 
Finally, it is assumed that each subarray consists of k seismo- 
meters and that, therefore, there are M/k subarrays.  As before, 
it is assumed that the signal power and the noise power are the 
same at each seismometer and it is now further assumed that the 
signal is perfectly correlated across the entire array (px=l). 
Since local and teleseismic noise contributions are assumed to 
be independent, the noise power at each seismometer may be written 
as the sum of the noise powers due to each contribution. 

N2 = NL
2 + NT

2 (7.15) 

One final parameter that will be convenient for this derivation 
is the ratio of the local to the teleseismic noise contributions 
at each seismometer. 

R = NL
2/NT

2 (7.16) 

Referring to Equation 7.1^ of the previous section, we 
have assumed that px is equal to unity and it remains only to 
calculate pn.  This is easily done by making the following ob- 
servations . 

1. There are M(M-l) pairs in the entire array. 
2. There are (M/k) (k-l)k pairs which have a nonzero 

contribution to the average paired correlation 
coefficient and each one of these contributes on the average 

PL NL
2+1NT

2   R pL +1 
(7.17) 

to the total.  Therefore, the average paired cor- 
relation coefficient for the entire array is given 
by 

~n "  TMTlT "1+FT (7'l8) 
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Substituting this expression into Equation 7.14 
yields, after a little simplification, 

G =  ^±^  (7.19) 
[(k-l)pL+l]R+k 

In the case of LASA-Montana this equation would 
specialize to 

G =  525U+R) 
(2^PL+1)R+25 (7.20) 

Equation 7-20 is plotted in Figure 7.1 for five values 
of R.  The dotted line indicates the gain that could be achieved 
if the noise between elements were completely uncorrelated 
(PL = 0).  The curves show the degradation in gain as PL increases 
or R decreases. 

7.3      THE SEISMIC ARRAY AS A DIVERSITY SYSTEM 

The subject of diversity combining has been pursued in 
considerable detail in the context of communication systems (see, 
e.g., reference 10).  A typical problem is that of high frequency 
radio communication by means of ionospheric reflection in which 
the same information is sometimes transmitted over more than one 
"channel."  The problem of receiver design is how best to combine 
the information available from two or more "channels" in order 
to recover the original information.  "Channels" in this context 
might refer to different frequencies at which the information is 
modulated or might simply be separate receivers that are suffi- 
ciently separated that they receive somewhat different signals. 
In this communication  context several combining techniques have 
been developed and studied.  Some of them are linear;  some of 
them assume a perfect measurement of the current channel char- 
acteristics;  many of them are designed to maximize the signal- 
to-noise ratio of the combined signal;  and most of them assume 
that the noise on the separate channels is independent. 

The similarities between the diversity combining problem 
of communications and the seismic array processing for the pur- 
pose of maximizing signal-to-noise ratio are fairly apparent. 
In both cases similar information is available on several records 
and the question is how best to combine them.  In some cases 
(one of which will be cited below) the results from the commu- 
nication: context are directly available to the seismic array 
processing problem.  However, in general,there are several 
qualifications which must be placed on any attempt to relate 
these two subjects.  In the first place, it is not always the 
case with the seismic array that the noise on the separate 
sensors is independent.  Secondly, many of the diversity com- 
bining techniques assume a perfect measurement of the channel. 
In the communication context this is sometimes achieved by 
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sending a pilot tone strictly for the purpose of measuring the 
channel.  In the seismic situation'a directly parallel measure- 
ment is not obvious. 

There has been one instance in which we have had occa- 
sion to employ directly a well-known technique in diversity 
combining.  The technique is often called "maximal-ratio diver- 
sity combining."  This processing, which is often1 used in a 
communication, context, assumes that the noise on the separate 
channels is independent and that the levels of the signal and 
the noise on each channel are known.  If these assumptions hold, 
the optimum rule for combining the signals in order to maximize 
the signal-to-nolse ratio of the combined signal is to weight , 
each signal by a factor equal to the signal amplitude divided 
by the noise power and add th'em.  If this is done ,'ther~ resulting 
signal-to-noise ratio is simply the sum of the signal-to-noise 
ratios available on the individual channels.  In general, this 
technique is not directly applicable to the seismic situation 
because an independent measurement of the-signal amplitude 
(other than the signal itself) is not always available.  How- 
ever, in the case of the automatic test for pp that is discussed 
In Section X, an indirect measurement of the desired signal 
amplitude is available.  In that context it'is desired to 
maximize the signal-to-noise ratio of a combined seismogram 
in which the signal is considered to be the pP phase."  Assuming 
that the amplitude of this phase on the individual records is 
proportional to the amplitude of the main P phase, which can 
be measured, and treating the coda which surrounds, pP as "noise," 
the maximal-ratio combining technique does become relevant and, 
in fact, has been applied in this processing problem. 

7.4      SUMMARY AND CONCLUSIONS:' 

Several formulas have been presented that.relate signal- 
to-noise-ratio gain for an array to various correlations across 
the array and to the relative contributions of local and 
teleseismic noise.  The correlation measure that is important 
for these formulas is the "average paired correlation coeffi- 
cient", for the array.  This coefficient is defined for noise, 
P phase and coda.  The formulas that give the array gain in 
terms of the average paired correlation coefficient for "sig- 
nal" and "noise" are based on several simplifying assumptions, 
and therefore cannot be regarded as precise.  They do. however, 
suggest what correlation statistics are important in terms of 
array gain, and thereby suggest the measurements that are re- 
ported in Section VIII, where the dependence of those various 
correlation coefficients on /the separation of the seismometers 
is examined.  It has developed that the average paired corre- 
lation coefficient -•.for' the £oda is of some interest in itself, 
since data from centinenta/l-size arrays indicate that this 
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statistic may be a useful discriminant for distinguishing 
between surface focus events and earthquakes with depths in 
the 10-40 km region.  This calculation is discussed in some 
detail in Section IX.  Another test for distinguishing bet- 
ween 10-40 km is the automatic pP test that is presented in 
Section X.  One step of the processing in this test involves 
a weighted summation of several appropriately aligned seismo- 
grams.  The weighting rule used in this test is one that is 
borrowed from the collection of topics in communication theory 
known as diversity combining.  The similarities and differences 
between the problems that occur in the seismic context were 
briefly discussed above and the weighting rule used in 
Section X described. 
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SECTION VIII 

SPATIAL CORRELATION ACROSS AN ARRAY 

Section VII contains a simple formula relating array 
processing gain with DS processing to various average paired 
correlation coefficients.  Section IX presents data indicating 
that the average paired correlation coefficient for the coda 
may be a useful statistic for discriminating between surface- 
focus events and earthquakes with depths between 10 and 40 km. 
The majority of those data are based on very large arrays. 
Both for the coda correlation discriminant and for the question 
of DS processing gain it is of interest to study the dependence 
of various correlation coefficients on the separation of seismo- 
meters . 

We have employed data from LONGSHOT to study the depen- 
dence on separation of P-phase,noise, and coda correlation. 
These calculations are summarized in this section.  Also summar- 
ized in this section are data obtained for continental-size 
arrays on P-phase and noise correlation., 

8.1     SPATIAL CORRELATIONS OBSERVED ACROSS LASA FROM LONGSHOT 

The basic calculations described in this section are 
the correlation coefficients between corresponding portions of 
pairs of records and the average of this coefficient over 
various ensembles.  The correlation coefficient was defined 
(in the usual way) in Section VII as 

'o *i<t)x <t) dt (8<1) 
X . X .  = 
1 J 

//^x2(t);Tx.2(t) dt 
OX O J 

where the x.(t) and T could correspond to the P phase, the 
preceding noise, or the P-coda*  In Sections VII and IX, these 
coefficients are averaged over all pairs in an M-element array 
to yield an average paired correlation coefficient defined by 

V 
p " M(M-l) A  XiXj (8.2) 

In order to explore the dependence of the various x.x. on I i distance, we shall perform a somewhat different average In 
this section.  With each x.x. we associate the separation of 
the i^h and jth seismometers.  We then average all of the x.x. 
that correspond to a given range of separations.  It is easy ^ 
to see that the average will not necessarily involve 
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all possible pairs of any set of stations.  For example, 
station pairs 1-2 and 1-3 might have separations in the 
desired range while pair 2-3 does not- 

The seismometers used in these calculations are the 
center elements of each of the clusters in LASA rings B,C,D,E 
and F,  a total of 20.     Thus there are 20(20-1)/2=190 paired 
correlation coefficients. 

8.1.1 P-Coda Correlation 

The mean and standard deviation of the 19C coda correla- 
tion measurements are 0.2^ and 025  The distribution of P-coda 
correlation clearly exhibits distance dependence.  Figure 8 1A 
shows the mean values in the 10 km intervals,  Table VIII lists 
the means, standard deviations,and the number of correlation 
coefficients in each interval. 

Although the variation with separation between the 
elements is erratic, a general diminution with separation is 
apparent.  The mean correlation drops toward zero in the 
neighborhood of 100-150 km.  The separation or distance depen- 
dence becomes clearer in Figure 8 IB,in which the range scale 
is made logarithmic.  Here the same data are replotted with the 
distance interval one octave in size-  The decrease in the 
erratic nature (compare with Figure 8,1A> is due to the larger 
number of sample points in each interval. 

These results are quoted in the discussion of the coda 
correlation discriminant (Section X), and a few calculations 
that were suggested by these data are presented. 

8.1.2 P-Phase Correlation 

The cross-correlation of main-P is large.  The mean 
value is 0<. 97*and the standard deviation is O.O1).  No distance 
dependence is observed in the data*contrary to the expected 
tendency for correlation to fall off with separation between 
seismograms.  The smallest cross-correlation coefficient, which 
is 0.72, is obtained from seismometers in C3 and D^, which are 
only about 40 to ^5 km apart.  All C3 values are low compared 
to the rest of the cross-correlation matrix.  The mean corre- 
lation of C3 with all the rest is 0.87, possibly due to an 
error in picking the arrival time of the event   Dropping C3 
on this assumption raises the mean to 0,98 and reduces the 
standard deviation to 0.02,  The distribution of the correlation 
coefficients (minus C3) is plotted in Figure 8.2. 
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TABLE VIII  CODA CORRELATION ACROSS LASA 

DISTANCE 
INTERVAL 

(km) P _ c 0 N 

8- 47 ,26 2 
10- • 37 24 18 
20- .39 . 21 2 '-i 
30- 40 . 15 20 
uo- • 29 2h 14 
50- .26 .16 14 
60- .25 19 16 
70- 24 , 20 16 
80- .04 19 LI 
90- 05 33 14 
100- • 13 .20 9 
110- . 12 19 10 
120- . 01 .04 3 
130- .03 .21 4 
140- « 16 .17 5 
150- -.13 .27 3 
160- ,10   1 

8-15 .40 .26 li 

16-31 -37 . 19 35 
32-63 31 .19 52 
64-127 .14 .24 76 

128-210 .03 22 14 
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in 

8.1-3   Noise Correlation 

With arrays having distances between seismometers on 
the order of thousands of kilometers, the mean noise cross- 
correlation appears unbiased and reasonably symmetrical.  It 
was of interest to determine if the same was true when the 
distance between elements shrank drastically.  Across LASA the 
minimum spacing is about 8 km.  The noise on the seismic records 
just prior to the LONGSHOT event permitted such a test,  Figure 
8.3 shows the cumulative distribution plotted on probability 
paper (dashed curve).  The mean and standard deviation are 
0.009 and 0.35- 

A test for independence of the noise between elements 
may be made by comparing this distribution with the theoretical 
cumulative distribution for the cross-correlation coefficient 
between two independent Gaussian sources when the sample size 
is comparable to the estimated number of independent samples 
the noise records from the seismograms.  This quantity is 

N = 2TW (8.3) 

where T is the length of the noise record and W is the noise 
bandwidth.  The length of the record T = 10 seconds.  From 
other spectral measurements of other records (see Section XII) 

1/4 < W <  1 Hz. (8.4) 

Thus the estimated number of independent noise samples in each 
record is about 5 to 2 0 samples. 

Shown in Figure 8.3 are the theoretical curves for the 
cross-correlation coefficient between two independent Gaussian 
sources for a range of sample size which brackets the estimated 
number of independent samples in each record ( 11).  It Is 
apparent that the measured  distribution is consistent with N = 
9, except at the tail, where it deviates markedly.  It is 
believed that this departure is attributable to the limited 
number of correlation coefficients from which the distribution 
was calculated.  That is, the experimental distribution had a 
very small number of extreme values.  These results are con- 
sistent with the hypothesis that the noise at each cluster is 
independent of that of every other cluster. 

8.1.4   Comment on Detection Efficiency 

As derived in Section VII, the gain In signal-to-nolse 
power ratio for a teleseismic array is a first order function 
of three quantities.  These are the number of elements M, the 
mean spatial correlation of signal^" and the mean spatial corre- V 
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lation of noise p .  The relation is n 

Pn(M-l)+l 

In this expression,M is the number of clusters or subarrays 
rather than the total number of seismometers.  This is because 
the dimension of each subarray is only the order of a wavelength. 
The ideal asymptotic enhancement is obtainable when p = 1 and 
p" = 0.  The limiting gain in this case is M, the number of 
subarray clusters. 

It is to be expected that as the separation between 
elements increases, both mean correlations "p   and "p  will de- 
crease.  Thus,to maximize detection efficiency an optimum array 
size is one which is not so large that p" departs greatly from 
unity, while it is large enough so that^p" is near zero.  The 
LONGSHOT experiment reported above suggests that the LASA dimen- 
sion may be large enough to accomplish the latter while not so 
large as to cause significant degradation in the signal correla- 
tion.  Thus for detection of main-P in microseismic noise, 200 
kilometers may well be within the broad optimum array size 
range. 

8.2     SPATIAL CORRELATION OBSERVED ACROSS CONTINENTAL-SIZE ARRAYS 

Continental-size arrays have been used to study the 
coda correlation discriminant and the automatic pP test that are 
discussed in Sections IX and X,  These calculations were based 
on 4 3 different seismic events, and the results are summarized 
in Tables XI   through  XIII.  Of interest here are the columns 
labeled p" and p"p,which contain the measured average paired 
correlation coefficient for the first 1 sec of the P-phase and 
for a 30 sec sample of noise preceding the event.  These statis- 
tics are defined in Section VII and are the same statistics that 
are reported in Section 8.1 for LASA recordings of LONGSHOT, 

A review of the numbers in these columns indicates that 
p  is close to zero and p"p is close to unity, as would be de- 
sired for signal-to-noise enhancement.  More specifically^the 
following table gives two averages of these statistics over the 
ensemble of 4 3 events. 

'P 

MEAN       STANDARD DEVIATION 

.8? ..28 

p .01 .14 Mn 
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The fact that the noise is uncorrelated is not sur- 
prising,since the elements of these arrays are widely spaced. 
The fact that the P-phase is apparently correlated over these 
large distances is a little more surprising.  In considering 
this correlation,nowever, it should be noted that all of the 
records were aligned according to the first motion and that a 
one-second integration interval was used.  If the P-phase had 
a dominant 1 Hz component, as is often assumed, this method of 
calculating  p  would be expected to yield values close to 
unity.  The real problem in trying to achieve a large pro- 
cessing gain from an array of these dimensions, is, of course, 
the correct alignment of the various records.  Errors in 
alignment would decrease p"p and, hence, the gain of the array. 

8„3       SUMMARY AND CONCLUSIONS 

The behavior of the paired correlation coefficients 
for various portions of the seismogram has been studied as a 
function of the separation of the seismometers.  The first set 
of calculations was based on LASA-Montana data from LONGSHOT. 
These calculations suggest that 1) separations greater than 100 
km are necessary to get a coda correlation coefficient close to 
0; 2) P-phase correlation coefficients (based on 1 sec) are very 
close to unity and do not appear to fall off with separations, 
for the separations that occur in LASA-Montana; 3) the noise 
statistics are consistent with the hypothesis that the noise is 
independent from cluster to cluster; 4) the 200 km aperture of 
LASA-Montana is within the broad optimum array size range for 
detection of main P in microseismic noise. 

Similar calculations performed on continental-size 
arrays indicate, as expected, that the noise correlation Is very 
small.  These calculations also indicate an average paired cor- 
relation coefficient for the P phase of 0.87, which is larger 
than might be expected, given the very large separations in- 
volved in these arrays.  It was noted, however, that before these 
calculations were performed the various seismograms were essen- 
tially aligned by eye so that first motions agreed, and, fur- 
thermore, the integration interval over which the P-phase cor- 
relation coefficient is calculated is only 1 sec.  Given that 
this procedure was used and the seismograms typically have a 
dominant period near 1 Hz, it is not surprising that such a 
large correlation coefficient has been observed.  This result 
does suggest that very large aperture seismic arrays could lead 
to good signal-to-noise ratio enhancement if the alignment 
problem could be solved,  There is nothing in this chaper, how- 
ever, that deals directly with the very Important problem of 
alignment. 
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SECTION IX 

CODA CORRELATION AS A DISCRIMINANT 

The previous two sections discuss the correlation of 
various portions of the seismic record across arrays, and the 
implications of this correlation In terms of processing gain 
for the array.  In this section the correlation of coda across 
the array is studied as a possible discriminant between surface- 
focus events and earthquakes with depths between 10 and 40 km. 
The basic calculation under consideration is the averaged paired 
correlation coefficient that was defined in Sectior VII.  Data 
will be presented below that show that these calculations applied 
to the coda portions of the seismic record reveal a higher coda 
correlation across the array with earthquakes in the 10-40 km 
depth region that with surface-focus events.  Based on results 
from 30 earthquakes and 12 surface-focus events, this correlation 
measurement appears to have considerable value as a discriminant. 

The calculations presented in this section and those 
presented in Section X have the same principle objective: dis- 
crimination between surface focus events and "moderate-depth" 
earthquakes.  The structure of the calculation, however, is quite 
different.  The calculation presented in Section X (the "automa- 
time pP test") results first in a depth estimate for the event, 
whereas the calculation presented in this section yields only a 
correlation as a discriminent was "discovered" during the develop- 
ment of the pP test.  In retrospect, there are some good reasons 
that the higher correlation between codas of moderate depth earth- 
quakes might be expected.  For one  thing, for earthquakes in the 
10 to 40 km depth region, the pP phase will be in the region we 
are calling coda, and if the "move-out" of this phase across the 
array is not too much, this phase itself will contribute con- 
siderably to the apparent coda correlation.  A second reason for 
expecting higher coda correlation from earthquakes than nuclear 
tests is that, in general, earthquake sources appear to be longer 
in time, and aftershocks and reverberations that are local to the 
source will propagate along the same path as the P phase.  These 
should lead to a coherent section of the coda waveform. 

The organization of this section is as follows.  The 
discussion begins with a description of the coda correlation cal- 
culation.  This is followed by a presentation of results based 
on 30 earthquakes and 12 surface-focus events.  These results are 
presented in terms of the cumulative distribution function for th 
test statistic for each of three populations: 24 earthquakes with 
depths between 10 and 40 km; 6 earthquakes with depths either les 
than 10 km or greater than 40 km; and 12 surface-focus events. 
These cumulative distribution functions show that the earthquakes 
of moderate depth separate very clearly from the other two popu- 
lations.  Finally the implications of these results are briefly di 
cussed in terms of the reliability of this test as a discriminant. 

9.1       METHODS 

The basic calculation was already introduced and de- 
fined in a somewhat different context In Section 7.1. 

e 

ss 
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For convenience that definition is repeated in Equations 9.1 
and 9.2.  For the purposes of this calculation, the coda por- 
tion of each seismic record is considered to be the portion 
contained in the interval from 3 to 13 sec following the first 
motion.  Let the coda portion of the i^h seismometer be given 
by Xj_(t).  Define the paired correlation coefficient between the 
i^h and jth seismometers as p. . 

/^x1(t)xi(t)dt 
P, , =  °     J    (9.1) 
ij //Tx1

2(t)dt/Tx.2(t)dt 
o -1 O J 

where T is 10 sec, the integration interval used in deter- 
mining the coda correlation.  Note that this correlation 
coefficient is defined in such a way that its maximum value 
is 1.  We now calculate the average of this correlation co- 
efficient over all possible pairs of seismometers.  If there 
are M seismometers in the array, then the number of pairs is 
M (M-l), and the average paired correlation coefficient for 
the coda, p , is given by 

^c = MTMTl) JJ  Pi,j (9.2) 

where the indices i and j run between 1 and M. 

The seismic events that were used to explore the 
behavior of this statistic are summarized in Tables XI  through 
XIII.  Most of the data appearing in these tables applies to 
the automatic pP test that is discussed in Section X.  The same 
set of events was used for that test as for the coda correla- 
tion test discussed in this section.  In fact,both the coda 
correlation calculation and the automatic pP test were imple- 
mented by the same computer program so that the same prepara- 
tion of the data was involved for both tests.  As discussed in 
more detail in Section X,various numbers of stations were in- 
volved with each event; some of the seismic records were band- 
pass filtered; the seismograms were aligned by eye according to 
the first motion of the P phase; and, as indicated in the 
tables, the elements of the seismic array were spread over a 
very large range. 

9.2    RESULTS 

The results of the coda correlation calculation 
appear in the column labeled "P of Tables XI  through 
XIII.  In the case of the eartfiquakes, these numbers appear 
to come from two populations:  most of the earthquakes in 
the 10-40 km depth range have coefficients larger than 0„2, 
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and most of the other earthquakes have coefficients less than 
0.1.  Most of the surface-focus events also have coefficients 
less than 0.1.  These observations suggest that the coda corre- 
lation statistic, p" , may be useful in distinguishing between 
surface-focus events and earthquakes in the 10-40 km depth range. 
In order to study this possibility,we have separated these events 
into three categories and plotted cumulative distribution func- 
tions of p  for each category.  The first category is the surface- 
focus events, and it consists of 12 events.  The second cat- 
egory (the "moderate depth" earthquakes) consists of all earth- 
quakes for which our best estimated depth is in the 10-40 km. 
These estimates are based primarily on the pP test (Section X), 
and in most cases they are consistent with the listed depth.  The 
third category consists of the remaining earthquakes.  (Not in- 
cluded in any of these categories is one deep earthquake (Event 
No. 17) which has a listed depth of 134 km.  As discussed in 
Section 10.4, there are some indications that this is either a 
shallow event or the P phase was incorrectly identified). 

The second category includes 24 events.  Of these, 18 
have listed depths between 10 and 40 km.  There are only 2 
earthquakes in the third category with listed depths between 
10 and 40 km; both have listed depths of 40 km, and in both 
cases the pP test (see Section X) indicates a depth greater 
than 40 km.  There are a total of 7 earthquakes that are listed 
as "shallow."  With two of these, the pP test (Section X) in- 
dicates a depth of less than 10 km; these two are in the third 
category.  The remaining 5 "shallow" earthquakes show a depth 
between 10 and 40 km on the pP test, and all 5 are in the 
second category.  Finally,there is one event with a listed depth 
of 60 km, which shows a depth of 19 km on the pP test; this 
event is in the second category. 

In Figure 9.1 the cumulative distribution function for 
the test statistic p" is plotted for each of the three cate- 
gories of events.  This plot is on probability paper, so that 
the tendency for these points to fall on a straight line suggests 
a normal distribution for the statistic.  It is clear from this 
figure that there is a very good separation between the earth- 
quakes of moderate depth and the other events.  Roughly speak- 
ing, the moderate-depth earthquakes have a mean coefficient of 
approximately .285 and the other events have a mean correlation 
coefficient of approximately .025.  The fact that there is very 
little overlap between the cumulative distribution function for 
the moderate-depth earthquakes and the other cumulative distri- 
bution functions indicates that this discriminant should be very 
effective in separating these classes of events. 
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9.3     DISCUSSION 

The values of p  for the surface-focus events and the 
earthquakes that are not in the 10-40 km depth region are al- 
most entirely confined to the interval 0+0.05.  A rough idea of 
how much apparent correlation might be expected if there were 
no correlated component in the coda at the various seismometers 
may be obtained by examining the column labeled ~    in Tables 
XI    through  XIII.  This column lists the averaged paired 
correlation coefficient for the noise preceding the events. 
Presumably the noise waveforms at these (widely spaced) seis- 
mometers are independent, so that the calculation indicates how 
much apparent correlation might be expected on purely statisti- 
cal grounds.  Since the noise calculations employed a 30 sec 
interval, and the coda calculation only a 10 sec interval, the 
p" would be expected to vary somewhat less than would the p"  if 
the codas were truly uncorrelated„  Comparing the p" with tne 
•p  that are calculated from surface-focus events ana earthquakes 
that are not in the 10-40 km depth region  suggests that the 
observed p" are consistent with the hypothesis that the codas 
are uncorrelated for these events. 

In order to understand the statistical significance of 
the results presented in Figure 9-1,it may be instructive to 
make some additional assumptions about the behavior of the test 
statistic p .  If we assume that the distribution of this test 
statistic i§ in fact normal across the population of events for 
all three populations of events, and replace the scatter of 
points of Figure 9.1 by rough straight-line fits to those points, 
we may then quote a few classification probabilities that may 
be relevant in evaluating this test, 

A rough straight line fit to the curves suggests the 
following parameters: 

MEAN      STANDARD DEVIATION 

surface-focus events        0.025 0t015 
moderate depth earthquakes   0.285 0,045 

If a decision threshold is arbitrarily set at p  = 0.1, then 
these numbers suggest the following:  if a surface-focus event 
occurs, the probability that it will be classified as a moderate 
depth earthquake is 3*10' ' ; if a moderate depth earthquake occurs, 
the probability that it will not be classified correctly i.s 2*10 5. 
These numbers are summarized in the following equations: 

Pr {p  >0.11   surface-focus event} = 3'10~7  (9.3) 

Pr |pT  «.0.l|   moderate depth earthquake} = 2-10    (9-4) 
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It should be stressed that these numbers are based on several 
very strong assumptions, and should only be regarded as an 
alternate summary of the curves of Figure 9-1-  These curves 
summarize the distribution of P~ over a limited number of 
events; the number and location of stations that are involved 
vary considerably.  For these reasons, it would be premature to 
conclude that this level of performance would apply to a speci- 
fic set of stations for all events of some minimum magnitude. 

9«4     DEPENDENCE ON ARRAY CHARACTERISTICS 

A few experiments have been performed to study the 
dependence of the coda correlation discriminant on the specific 
characteristics of the array.  Specifically, we have examined 
the dependence on the number of stations for a continental-size 
array and the possibility of employing the test with an array 
as small as LASA-Montana. 

9.4.1  Number of Stations 

Three of the above calculations were tested on arrays 
consisting of fewer elements, by dividing the original array 
into two sets of stations and repeating the calculation.  The 
results of these calculations appear in Tables XII and XIII. 
In the case of two surface-focus events (Number 35 and 36), p" 
was small for the entire array and remains small with each of 
the smaller (in number of elements) arrays.  In the case of the 
earthquake (Event No. 32) p" was ,19 for the entire array and 
.15 and .22 for the smaller arrays.  None of these calculations 
indicate a strong or consistent dependence on the number of 
stations, but it should be noted that the "smallest" array 
used had 6 stations, and there was  a considerable range spread 
for the stations. 

9.4.2   Dependence on Separation of Stations 

All of the calculations presented above are based on 
very large arrays.  The usefulness of the discriminant would, 
of course,be considerably enhanced if it would function sat- 
isfactorily with an array the size of LASA-Montana.  A few 
experiments have been performed to explore the possibility. 

Several correlation measurements have been performed 
with the LASA recordings of LONG-SHOT. -These calculations are 
presented in Section VIII.  Among the calculations performed 
were some that measured the dependence of ~£    on the separation 
of the array elements.  These calculations indicated a value of 
p" of .03 If the minimum cluster separation was 128 km.  How- 
ever, for smaller values of cluster separation this number 
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Event No 

43 
45 

42 

nn 
46 

increased appreciably. _For example, for cluster separations 
between 64 and 127 km,_p  = .14; for cluster separations 
between 32 and 63 km, p c= .31.  These results suggest that a 
minimum separation on the order of 100 km would be necessary 
to avoid confusing shots with moderate depth earthquakes. 

We have performed a few calculations with an array 
consisting of the center elements of the AO subarray and the 
four F-ring subarrays.  (For this 5-element array, the min- 
imum separation is 98 km.)  The results of these calculations 
are summarized in the following table. 

Depth p c 

0 .11 

0 .12 

0 -.06 

33 .40 

33 .15 

These numbers suggest that the test is seriously degraded by 
using a LASA-size array but it may still provide sufficient 
separation between shots and moderate-depth earthquake to be 
of some value.  This question merits further study. 

9.5       SUMMARY AND CONCLUSIONS 

Data have been presented to Indicate that the 
average paired coda correlation coefficient may be a very 
useful discriminant for distinguishing between "moderate 
depth" (10-40 km) earthquakes and surface-focus events.  For 
the purposes of calculating this statistic, the coda is taken 
to be the interval from 3 to 13 seconds after the first 
motion on each seismogram.  For every pair of seismograms the 
cross correlation coefficient for this interval is calculated, 
The average of all of these correlation coefficients is taken 
as the test statistic, p . 

c 

Calculations based on data from a continental-size 
array for 12 surface-focus events and 24 "moderate depth" 
earthquakes indicat£ an approximately normal distribution for 
the test statistic p  with the following parameters for the 
two classes events: 

MEAN     STANDARD DEVIATION 

surface-focus events 0.025 0.015 

moderate depth earthquakes    0.285 0.045 
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As yet, the dependence of this calculation on the character- 
istics of the array (number of stations, ranges to each 
station, etc.) has not been thoroughly studied.  Preliminary 
calculations suggest that 6 stations may be essentially as 
good as 12, provided that the spread of ranges is comparable 
in both cases.  Calculations based on LASA-Montana data lead 
to results that are clearly inferior to those of a larger 
array, but may be useful. 

The results presented above are very encouraging in 
that they indicate the coda correlation coefficient may be a 
very useful discriminant for identifying earthquakes of moderate 
depth.  In its present form the test is very simple to describe 
and implement, except for the fact that it typically involves 
records from stations spread over a considerable range.  To 
date we do not have a very good understanding of the dependence 
of this test on certain of the parameters such as range-from- 
the-epicenter, spread-of-ranges across the array, and number of 
stations.  We also do not know how much of the correlation co- 
efficient that occurs with earthquakes of moderate depth is due 
to the pP phase being in the coda interval and how much is due 
to the fact that the earthquake source is relatively extensive 
in time.  A better understanding of the relative contributions 
of these two items might lead to some insights into ways in 
which the coda correlation discriminant could be Improved. 
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SECTION X 

AUTOMATIC pP TEST FOR SHALLOW EARTHQUAKES 

The most powerful diagnostic aid for discrimination 
between earthquakes and nuclear explosions is the measurement of 
the depth of the source.  The only certain method for observing 
this depth is the measurement of the difference in arrival times 
of the P phase and the pP phase.  Often this method cannot be 
applied for shallow earthquakes because the pP phase is masked 
by the coda of P.  In this section an automatic test for ex- 
tracting the pP arrival information from the outputs of a seismic 
array of continental dimensions (3000 to 7000 km) is presented. 
Basically the method consists of assuming a "test depth," 
aligning all of the seismograms in such a way that if the "test 
depth" were correct, the pP phase would add up coherently, and 
then looking for a peak in energy at the appropriate place in 
the summed seismogram.  The test depth which yields the largest 
peak in energy (relative to the surrounding coda) is selected 
as the estimated source depth.  While the basic concept is 
fairly easy to state, there are several details of implementation 
and one Important modification of the technique that merit fur- 
ther discussion. 

The objectives in developing this test are twofold. The 
first is simply to automate what might in some cases be done 
manually.  More importantly, however, it is hoped that the test 
will in many cases yield correct test depths that would other- 
wise be unavailable or difficult to obtain.  It should also be 
noted at this time that there are some clear limitations on the 
applicability of this test.  The test is designed to identify 
depths between the (approximate) limits of 10 and 40 km.  The 
10 km limit is imposed to prevent confusion between the pP and 
P phases.  The upper limit is imposed by an assumption that will 
be discussed in more detail below.  Basically, the assumption 
is that an average crustal velocity of 6.3^ km/sec can be used 
in calculating the difference in arrival times of P and pP. This 
assumption becomes quite inappropriate when the test depths 
approach the depth of the Moho, which in some continental regions 
is as small as 30 km.  Finally, the test is designed for use 
with continental-size arrays.   Having a large variation in 
range-from-the-epicenter across the array is desirable because 
it reduces the probability that other phases will add up coher- 
ently when the seismograms are aligned to allow coherent addition 
of pP.  Some appreciation for the parameters involved may be 
obtained by examining travel-time tables for the various phases 
(see, e.g., reference 12). 

This section begins with a detailed description of the 
structure of the automatic test for pP.  Details such as window 
lengths are omitted from the first description, but are included 
in the immediately following discussion of the specific parameter 
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choices that have been made in implementing this test and of the 
potential sources of error that are involved.  Following these 
details,the results of applying this test to 31 earthquakes and 
12 surface-focus events will be presented and discussed.  For all 
of the surface-focus events the test indicated that the depth was 
not within the 10-40 km region.  For earthquakes with depths 
between 10 and 40 km, the results of this test agreed with the 
"listed" depths on approximately 75%   of the trials.  (The sources 
of these "listed" depths are indicated in Section 10.3.)   In 
some of the cases of disagreement, examination of the original 
seismograms leads us to question the "listed" depth.  However, 
we have not yet systematically studied these cases. 

10.1     DESCRIPTION OF THE AUTOMATIC pP TEST 

As indicated above, this test consists of aligning the 
outputs of seismometers in a continental-size  array in such a 
way that the pP phases will add coherently if the assumed "test 
depth" is correct, and examining a "combined" seismogram for a 
peak in energy at the pP location determined by the assumed test 
depth.  The appropriate delay to be applied to each seismometer 
in order to carry out the test depends on the "test depth" of 
the source and the range from the epicenter to each sensor.  The 
functional dependence on these two parameters will be derived on 
the basis of some simple ray tracing arguments, and an assumed 
"average crustal velocity." 

Once the seismograms have been properly aligned for a 
specific test depth the problem is how best to combine them. 
The maximal-ratio combining technique, which is often employed 
in communication problems>has been used, and will be briefly 
discussed below.  The final step in the pP test is the calcula- 
tion of the energy in a time window corresponding to the summed 
pP phases and the comparison of this energy with the energy in 
the surrounding coda.  The test depth that yields the largest 
ratio of these two energies is selected as the estimated source 
depth.  It turns out this technique can yield misleading results 
in the case where one of the several seismic records has a very 
large signal-to-noise ratio compared to the others.  This problem 
will be discussed together with a modification of the pP test 
that was designed to correct for this difficulty.  Most of the 
calculations presented in this section are based on the modified 
test. 

10.1.1  Time Delay Between P and pP Phases 

Figure 10.1 indicates the appropriate ray paths and 
geometry for determining the time delay between the arrivals of 
the P and pP phases.  In this figure h is the assumed test depth 
of the source and i is the angle of incidence for the P ray 
going from the source to a particular seismometer.  As indicated 
in the figure the ray path for the pP phase is longer than the 
ray path for the P phase by an amount 2h cos i.  If an average 
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FIGURE 10.1 
GEOMETRY  OF SURFACE REFLECTION 
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crustal velocity for the P phase c is assumed, the expected 
differential arrival time is given by 

T = — cosi (10.1) 

In applying this test it is necessary to consider several dif- 
ferent test depths and several different seismometers;  these 
will be identified by the subscripts j and i, respectively.  It 
is trivial to modify Equation 10.1 to include these subscripts. 

2h. 
T . . = —«3- cosi. (10.2) 
ij   c     i 

This equation gives the expected differential arrival time be- 
tween P and pP for the jth test depth and the ith seismometer. 

10.1.2   Combining of Seismometer Outputs 

The question of the appropriate alignment of the various 
seismic records for a given test depth was discussed above.  The 
problem now is how best to combine these various seismograms. 
Since the objective is the enhancement of the pP phase in the 
combined seismogram, relative to the surrounding waveform, and 
since the seismometers are typically widely spaced, we have 
chosen to borrow a combining rule from the diversity-combining 
techniques that have been applied in communication problems. 
More specifically the maximal-ratio combining rule has been used. 
This rule is briefly described in Section VII of this report. 
Under certain conditions in communication problems, this rule is 
optimum in the sense that it maximizes the signal-to-noise ratio 
of the combined output.  In order to apply this rule, we have 
assumed that the amplitude of the pP phase on a given seismic 
record is proportional to the amplitude of the P phase for that 
record and that,therefore,the P phase may be taken as a reliable 
measure of the "signal" strength.  We have tried two different 
choices as to what we consider "noise" for the purpose of this 
diversity combining technique.  In one case, we have assumed 
that the major interference in identifying the pP phase of the 
summed seismogram is simply teleseismic noise and we therefore 
have taken the average power in the teleseismic noise (measured 
from a record of the noise preceding the seismic event) as the 
"noise" parameter in the diversity combining rule.  Probably a 
more appropriate definition of the interfering signal is the 
coda that results from the P phase.  With this in mind we have 
also defined "noise" as the coda that follows the P phase and 
have calculated our combining weights by estimating the coda 
energy.  As might be expected, we have found in general that 
the weighting based on the coda as the interfering signal leads 
to somewhat better results than the weighting based on the tele- 
seismic noise being the interfering signal.  However, in many 
cases the difference is not significant.  The various choices of 
window lengths used in calculating the energy of the P phase, 
the coda, and the noise will be discussed below. 
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10.1.3  The Test Statistics e, and n, 
J     J 

The alignment of the various selsmograms according to 
an assumed test depth and the combining rule for adding up the 
various aligned seismometers have now been discussed.  If the 
assumed test depth is the correct one, the combined seismic 
record should have a relatively large pP phase appearing at a 
specific location.  The expected location for this phase is of 
course known in terms of the test depth. 

If the test depth is incorrect, the pP phase should 
not add up coherently (though this effect may not be large), 
and,  more importantly, the time window where the pP phases 
would add up if the test depth were correct should consist only 
of coda.  It only remains then to devise a statistic to measure 
whether or not the combined pP phases do occur in the time window 
corresponding to each test depth. 

We have made a fairly simple choice for this statistic. 
A one second time window is placed at the location where the pP 
phases should appear if the assumed test depth is correct, and 
the energy in this one second interval is calculated.  Also cal- 
culated is the energy in the coda surrounding this one second 
window normalized to the integration interval.  The ratio of 
these two normalized energies is defined as the test statistic 
ej.  Recall that j is the parameter by which the various test 
depths are indexed.  In implementing this test the ej's are cal- 
culated for each test depth h.» and the depth corresponding to the 
maximum value of ej is selected as the estimated depth of the 
source. 

As suggested above,this technique can yield spurious 
peaks in the value of ej when one of the several seismic records 
used in the test has a very large signal-to-noise ratio compared 
to the others.  One reason this problem can develop is that the 
maximal- ratio combining used in this test tends to emphasize the 
records with very good signal-to-noise ratio.  For this reason, 
even a spurious peak in the coda of a single record with a very 
good signal-to-noise ratio can contribute quite strongly to the 
combined record that is used in this test.  In order to try to 
avoid this possibility of a spurious peak in one or two records 
leading to an incorrect depth estimate, we have rather arbitrarily 
selected the following modification of this test.  Roughly speak- 
ing,this modification is intended to allow only legitimate peaks 
in the summed seismogram to be counted.  The modification con- 
sists of simply weighting each ej by an average paired correla- 
tion coefficient for all of the records.  This average paired 
correlation coefficient depends upon the test depths being con- 
sidered.  For each assumed test depth the one second interval 
that would contain the pP phase if the test depth were correct 
is considered.  Based on this one second interval of each seismo- 
gram,all possible paired correlation coefficients are calculated 
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and the average of these numbers is what is used to multiply the 
eA   statistic.  The objective in employing this additional weight- 
ing is to eliminate the problem mentioned above of a spurious 
peak in one strong record contributing unduly to the ej statistic. 
The reasoning is that if a peak in one record does occur and it 
legitimately represents a pP phase, it should be highly corre- 
lated with the appropriate time window in the other records, 
whereas a spurious peak occurring in a single record would have 
a relatively low correlation coefficient with the appropriate 
time windows in the other records. 

In summary, the majority of the calculations to be pre- 
sented below are based on the modified automatic pP test.  This 
modified test consists first of calculating the statistic ej for 
each test depth h*.  Also calculated for each test depth will be 
the average paired correlation coefficients based on the pP time 
window that corresponds to the assumed test depth.  The final 
output of the automatic pP test is the product of these two 
statistics, nj•  If the statistic nj has a clear peak at a value 
of j corresponding to values of hj that are between 10 and 40 km, 
that hi is selected as the estimated depth of source. 

10.2     PARAMETER CHOICES 

Several choices of parameter values must be made in 
order to carry out the automatic pP test described above.  The 
parameter values that have been used to date are described in 
this section. 

10.2.1   Lengths of Integration Intervals 

Several time windows or integration intervals are used 
in these calculations.  For both the P phase and the pP phase 
calculations,a one second time window was used throughout these 
calculations.  In the case of the P phase calculations this inte- 
gration interval was used in order to infer the amplitude of the 
pP phase, which was needed for the weighting coefficients in the 
maximal-ratio combining.  The one second Integration interval 
for the pP phase was used in order to calculate the numerator of 
the test statistic ej.  When the maximal-ratio combining weights 
were determined by the noise preceding the seismic event, a 30- 
second time window was used in order to estimate the average 
power in the noise.  When these weights were determined by the 
coda energy the coda interval was considered to run from 2 to 
17 seconds after the first motion of the P phase.  The integration 
interval for the coda energy,calculation that determines the 
denominator for e ,• was based on the same  15-second interval, 
except that the one second region which Is the trial location of 
the pP phase was excluded. 

We would expect that these calculations are fairly sensi- 
tive to the choice of a one second time window for examining the 
pP phase.  The reason for this choice is that it is felt that one 
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second is the interval over which good coherence of the P and the 
pP phase may be expected across the array.  We would expect that 
the test would not work as well with a longer time window than 
the one second value used to date,but this expectation has not 
been explored experimentally.  We do not feel that these calcu- 
lations are very sensitive to the choice of integration interval 
for determining either the noise or the coda energy. 

10.2.2 Choice of Test Depths, h. 
J 

In all of these calculations, the following test depths 
were used. 

hj = f • \  • (j+6)   j = 0,1,...,20 

= ^^ (J+6) km (10.3) 

As can be seen from the above equation, the increment in test 
depth is approximately 1.6 km.  Referring back to Equation 10.2, 
the increment in delay time for the ith seismometer is 

AT.. = TT • cos i.  sec (10.4) 
:ij   2        l 

For the ranges we will be considering, i* might vary between 15° 
and 32°, and the cosine factor between O.96 and O.85.  For a 
single continental-size array, the spread in ranges, and hence in 
angles of incidence, will typically be somewhat less. 

Since, by Equation 10.4, the increment in tjj for conse- 
cutive test depths will be less than 1/2 sec, consecutive 1-sec 
integration intervals for the pP phase will overlap by at least 
50%.  For this reason, we doubt that there would be any value in 
taking smaller increments in test depth. 

10.2.3 Number and Location of Stations 

In the data to be presented below,the number of stations 
involved in the automatic pP test varies from 4 to 20.  We would 
expect that the quality of this automatic test might be very sen- 
sitive to the number and distribution of stations.  To date only 
very preliminary experiments have been performed to explore this 
dependence, and these will be discussed below.  Specifically, on 
three events the total collection of stations has been divided 
into two groups, and these treated separately as seismic arrays. 
The results from these two calculations have been compared with 
each other and also with the predicted source depth that would 
result from using the entire array.  One of the more important 
characteristics of a seismic array used for these calculations 
would be that it have a considerable spread in range to the epi- 
center.  This is desirable in order to allow for "move-out" of 
the pP phase (or of the PCP phase) across the array.  Without 
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the "move-out," there is the danger that when the seismograms are 
aligned in such a way that pP adds coherently, the PCP phase 
will also add coherently. 

10.2.4 Average Crustal Velocity 

In calculating the appropriate time delay in order to 
align the seismograms for coherent addition of the pP phase, an 
average crustal velocity of 6.34 km/sec is assumed.  It should 
be noted that several different velocity profiles for the crust 
have been reported, and,in general, these profiles vary with 
location on the earth.  The most important variation in these 
profiles is that the Moho depth varies with location on the 
earth,and at the Moho there is a very significant change in 
velocity.  For this reason,the technique presented in this sec- 
tion cannot be expected to work satisfactorily for earthquakes 
that are deeper than the Moho.  Even for earthquakes shallower 
than the Moho the calculation is approximate in the sense that 
an average crustal velocity is used,rather than the detailed 
velocity profile that might be appropriate for a specific region. 
Examination of typical velocity profiles (see, for example, re- 
ference 13) indicates that using an average crustal velocity 
rather than the profile itself will tend to make shallow earth- 
quakes appear somewhat shallower than they really are and earth- 
quakes near the maximum depth for the test seem somewhat deeper 
than they are. 

10.2.5 Angle of Incidence 

The expression for the appropriate time delay to be 
applied to each seismometer involves the angle of incidence of 
the P wave traveling from the source to^that seismometer." In the 
automatic pP test this angle is determined from the values given 
by Richter (14).  A straight-line interpolation between the points 
of this table has been used.  We estimate that the maximum error 
due to this interpolation is on the order of a 20th of a second, 
or one sample point of the digital seismogram.   This value is 
probably small compared to other sources of error. 

10.2.6 Filtering of Seismic Records 

In the case of the smaller magnitude events the seismic 
records were all filtered before performing the automatic pP test. 
This filtering was for the purpose of enhancing signal-to-noise 
ratio and made it somewhat easier to determine the arrival time 
of the P phase.  The filter used in these calculations is similar 
to the filter used in calculations presented elsewhere in this 
report.  (See Section 12.2.) It has a frequency response which is 
real and given by 
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H(f) =  < 

0 |f| ^ 0.25 Hz 

|[1-COS
2T,(

I^-°-
25)

] 0.25 ^ |f| ^ 0.75 

1 0.75 - |f| - 2.0 

f[l+cos
2*(l^i-2-0)] 2.9 * |f| ^ 3.5 

(10.5) 

V 0 3.5 * If 

The (time domain) impulse response of this filter is an even 
function about the origin and hence introduces no delay in the 
seismogram.  A 513-point filter was used in these calculations 
We would not expect that the quality of the pP test would be 
very sensitive to the details of the filter that is employed; 
however, this question has not been systematically studied. 

10.3 EXPERIMENTAL RESULTS 

Results obtained to date from applying the pP test to 
data from 31 earthquakes and 12 surface-focus events are sum- 
marized below.  Data are first presented on 11 earthquakes using 
the e. test statistic of the pP test.  Except for the 3 earth- 
quakes that are deeper than the 40 km limit of the test, the pP 
test yielded close to the correct test depth on all trials.  As 
was indicated in the description of the test, the test was modi- 
fied to include a new test statistic, r\ . .     Data are presented 
which indicate that the n- test statistic can be significantly 
better than the e. test statistic for surface-focus events and 
slightly better for earthquakes.  Following this comparison, the 
remainder of the data presented are in terms of the test sta- 
tistic n.-  Depth estimates based on this statistic for 20 addi- 
tional earthquakes are presented.  In 5 of these 20 trials the 
estimate conflicts with the listed depth.  In 7 of the trials the 
estimate from other sources of the depth of the event is listed 
simply as "shallow" and the results of the pP test seem to be con- 
sistent with this designation.  Data will then be presented of the 
n. calculation based on 12 surface-focus events.  In all of these 
trials the test succeeds in the sense that no  apparent pP phase is 
indicated.  Finally, three sets of calculations are presented to 
give some indication of the dependence of the pP test on the 
number of stations employed.  These calculations are based on 
one earthquake and two surface-focus events.  In all three cases, 
the pP test was applied to the entire set of seismograms and to 
two nonoverlapping subsets of the entire set.  The resulting 
curves vary somewhat in character.  In the case of the earth- 
quake, however, the depth estimate changes only negligibly.  In 
the case of the surface-focus events, it is clear in all cases 
that no depth estimate is appropriate. 

The data presented in this section are summarized in 
Tables XI to XIII.  Table XI lists the 11 earthquakes for 
which the e. calculation was performed.  Table XII 'lists the 
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20 additional earthquakes on which the nj calculation was per- 
formed (the ej calculation was also performed but only data from 
the nj calculations are presented here).  Finally, Table XIII 
summarizes the data from the 12 surface-focus events.  The infor- 
mation on the vast majority of the earthquake data used for the 
pP test was provided by Vela Seismological Center.  We understand 
that the word "shallow" indicates that no depth estimate was 
possible by identifying the pP phase on separate traces and that 
the computer solution (based on main P arrivals) indicated a 
shallow depth.  We presume that shallow could mean anything in 
the range 0-15 km.  The last 6 events listed in Table XII (which 
occupy the last 8 lines) have depths that are based on the C&GS 
estimates.  There are three columns of correlation coefficients 
listed in Tables  XI  to XIII that are not discussed in this 
section.  The contents of the last three columns of these tables 
are discussed in Sections VIII and IX. 

10 3.1   Automatic pP Test (e.) - Earthquakes 

Figure 10.2 summarizes the ej calculations that were 
performed on a set of 11 earthquakes.  The depth estimates based 
on these figures, which were obtained by simply choosing the 
tallest bar of the histogram,  are listed in Table XI.   With 
the exception of the very deep earthquakes, which correspond to 
parts A, B and I of the figure, the pP test yielded a depth 
estimate very close to the listed estimate in all cases.  These 
results are considered as very encouraging since the test was 
not designed to estimate depths of earthquakes deeper than 40 km. 

10.3-2   Comparison of the e. and n. Test Statistic 

Figure 10.3 presents calculations of EJ and nj based 
on the same events.  One earthquake and one surface-focus event 
are involved.  In the case of the surface-focus event,the ej 
shows a very clear peak at about 15 km but the nj does not show 
any clear peak.  In fact, no amplitudes are above 1.0, and based 
on experience with these statistics this figure would be suffi- 
cient to indicate very clearly that the depth was not in the 
10-40 km range.  In the case of surface-focus events, then, using 
nj rather than ej provides a more useful test.  In parts C and 
D of Figure 10.3 the ej and nj calculations are presented for 
an earthquake.  In this case the shape of the curve changes 
somewhat but the location of the peak is essentially unchanged. 
The peak is slightly clearer in the case of the nj than in the 
case of the e-,• plot but the difference is not important.  These 
data suggest that for earthquakes the nj statistic is slightly 
superior to the ej statistic, but the difference between these 
two test statistics may not be important.  These comparisons 
between the two statistics have been performed on a number of 
earthquakes and surface-focus events and the data presented in 
Figure 10.3 may be regarded as representative. 
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10.3-3  Automatic pP Test (n.) — Earthquakes 
J 

Calculated nj for 20 earthquakes are presented in Fi- 
gure 10.4 and the estimated depths based on this calculation are 
summarized in the appropriate column of Table XII. Table XII 
indicates that in general the test agrees well with the listed 
depths, but there are some clear disagreements.  For example, 
part E of the figure indicates a very clear peak at about 13 km 
whereas the listed depth of that event is 25 km (it should be 
noted, however, that the C&GS depth for this event is 10 km); 
similarly, part S peaks at 16 km rather than the listed 25 km; 
part N of the figure has a listed depth of 15 km but there are 
two peaks in the figure that are larger than the peak at 15 km; 
parts Q and R of the figure,which have listed depths of 25 and 
23 km,show no significant peaks in the n-j plots;  part T shows 
three peaks, the largest being at 13 km whereas the listed depth 
is 13^ km. 

Parts I through L of this figure illustrate some of the 
rules we have developed for estimating depths by examination of 
nj plots.  In the case of parts I and J the only peak in the plot 
is at the last bar to the right.  When this occurs,we estimate 
the depth as greater than 40 km.  Part L of the figure has the 
tallest bar as the first one of the figure.  When this occurs, 
and the bar is less than 3 in height, we estimate the depth at 
less than the corresponding depth of 9 km.  Part K shows no clear 
peak, and if the true depth of that event were in the region of 
10 to 40 km, this figure would have to be regarded as a failure. 
However, the listed depth for this event is only "shallow" so it 
may well have been less than the 9 km, in which case this test 
could not be expected to show the true depth. 

10.3.4   Surface-Focus Events 

Figure 10.5 presents the nj calculations for 12 surface 
focus events.  As none of the graphs in this figure show any 
clear peaks, the test is considered to have worked satisfactorily 
on all 12 events.  Two possible exceptions to this conclusion 
are parts B and H of the figure where there exist small peaks 
with amplitudes of approximately unity.  In general, the peaks 
that "legitimately" occur with the earthquake data are a good 
deal larger than this, but the data of Figure 10.4, H and L for 
example, suggest that sometimes the peaks occurring with earth- 
quakes can be on the order of 1.0.  However, both of these 
examples involve "shallow" earthquakes and so may involve pP 
phases outside of the test range. 

10.3-5  Dependence on Number of Stations 

A few calculations have been performed to date to ex- 
plore the question of how sensitive the results of the pP test 
is to the number of stations involved.  We have not yet explored 
the dependence on the spread of ranges between epicenter and 
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stations, which we expect may be very important.  To examine the 
dependence on the number of stations we have simply repeated cal- 
culations performed for the entire array of stations on subsets 
consisting of roughly 1/2 of the array and compared the results 
from each subset with themselves and with the calculations based 
on the entire array.  These results indicate the dependence on 
number of stations may not be too severe in- the'.-sense.-that the 
depth estimate does not change significantly for the earthquake, 
and with the surface-focus events no spurious peaks arise that 
would be confused with "legitimate" depths.  The data comparing 
the number of stations are presented in Figure 10.6 and are based 
or. a single earthquake and two surface-focus events. 

10.4      SUMMARY AND CONCLUSIONS 

An automatic pP test has been described and tested on 
31 earthquakes and 12 surface-focus events.  The test has been 
used primarily with continental-size arrays; very preliminary 
calculations have also been performed using only LASA-Montana 
data.  The test may be roughly described as follows.  Twenty 
"test depths" between approximately 10 and 40 km are considered. 
For each test depth the seismograms are aligned in such a way 
that if the test depth were correct the pP phase on all of the 
seismograms would add coherently.  A weighted sum of all of the 
seismograms is calculated, the energy in a 1 sec time window 
located where the pP phase would be if the test depths were 
correct is calculated, the energy in the surrounding coda Is 
calculated, and the ratio of these two energies for the j^h 
test depth is defined as e..  The idea in calculating this 
ratio is that if the test Aepth is correct, the pP phases should 
add coherently and the region of the summed seismograms con- 
taining the summed pP phases should have more energy than the 
surrounding coda.  For an incorrect test depth, the pP phases 
may not add coherently, and, perhaps more importantly, not all 
of the pP phases will contribute to the 1 sec time window cor- 
responding to the assumed depth.  The original version of the 
test took the largest value of e. as corresponding to the cor- 
rect test depth.  It was found that in some cases, due to the 
weighting used in combining seismograms, a random fluctuation in 
a single record that had a large S/N ratio could lead to a 
spurious peak in the e. plot.  To alleviate this problem, the 
e.'s were multiplied by a weighting factor equal to the average 
paired correlation coefficient for the region of interest.  The 
reasoning behind this modification was that a spurious peak on 
a single record would not be accompanied by a large average 
paired correlation coefficient, whereas the legitimate pP phase 
would be because It would show up on all records. 
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The first output of the pP test is a plot of e . vs 
j, or test depth.  If there is a clear peak in the 10-40^km 
region covered by the plot the depth of source is estimated to 
be the corresponding test depth.  If no clear peak is present 
the result of the test is interpreted as "not in the 10-40 km 
region."  It should be noted that no final rules for interpre- 
ting the e. plots have been developed.  These rules are still 
developingJand the criterion for developing these rules has 
been a combination of simplicity and accuracy, where accuracy 
is determined by the "listed depths" for the events processed 
to date.  As additional data become available these rules 
will probably change (the test may also change); however, the 
rules that seem to lead to the highest performance on the exist- 
ing set of data may be stated as follows:  (all of the following 
refer to the n. (not the e.) plots). 

1) if all bars are less than 1.0 the estimate is  "not in 
10-40 km region" 
2) if at least one bar is greater than 1.0, choose the 
tallest bar: 

a) if the bar is not at either horizontal extreme, 
estimate the depth as the value corresponding 
to the location of the bar; 

b) if the tallest bar is at the right hand extreme, 
estimate the depth as greater than 40 km; 

c) if the tallest bar is at the left hand extreme, 
i)  if the bar is less than 3 in height, estimate 

depth as less than 9 km; 
ii)  if the bar is greater than 3 in height esti- 

mate the depth as 10 km. 

The automatic pP test has been tested on 31 earth- 
quakes and 12 surface-focus events using data from continental- 
size arrays.  Of the 31 earthquakes tested, 4 were deeper than 
40 km.  On two of these (see Figures 10.2 I and J) the e . plot 
failed to indicate any clear peak corresponding to a depih of 
source between 10 and 40 km.  On another of the earthquakes 
deeper than 40 km the e. plot indicates a fairly clear peak 
at 19 km.  The fourth earthquake that was deeper than 40 km 
(134 km) showed three peaks in the n. plot.  We suspect that 
the "time pick" may have been in error, since what appear to 
be at least two separate phases may be observed in the first 
10 sec following what was thought to be the P phase. Of the 
remaining 27 earthquakes 7 were listed as "shallow."  The pP 
test yielded a depth estimate of 14 km or less on 6 of the 7 
shallow earthquakes and an estimate of 17 km on the last.  All 
of the 20 remaining earthquakes have listed depths between 10 
and 40 km.  The pP test yielded depth estimates close to the 
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listed depths on all but 5 of the 20 earthquakes.  These 5 
disagreements were discussed in Section 10.3-3.  In summary, 
considering only earthquakes with depths between 10 and 40 
km, we may say that the pP test agrees with listed depths on 
between 75$ and 80%  of these events, depending upon how we 
count the "shallow events. 

While we regard the above results as encouraging we 
feel that :there are many detailed issues yet to be resolved 
with respect to this test.  The question of dependence upon 
number of stations and variation of range-to-the-epicenter of 
the various stations has not yet been throughly explored, but 
would certainly have to be resolved before any operational 
use of this test could be considered.  The question of whether 
or not the maximal ratio combining that is used in this test 
is really the most satisfactory combining rule also has yet 
to be resolved.  Finally, the test as it now stands is a 
fairly complicated calculation.  We do not at this point know 
what, if any, of the complexity of the test could be removed 
without seriously degrading the performance.  If this test 
were ever to be considered for operational applications this 
issue should certainly be resolved. 
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SECTION XI 

DIMUS ARRAY PROCESSING 

Many investigators have treated the case of clipped 
(use of zero crossing information only) processing of 
signals in the presence of noise.  The motivation for resort- 
ing to clipped processing include:  simplification of pro- 
cessing equipment; reduction in the amount of data which 
must be handled and/or stored; normalization of the noise 
output,/L.e.,the output-noise intensity is independent of 
the input-noise intensity.  The penalties incurred by using 
clipped processing (when compared to the corresponding linear 
processing) are a loss in output signal-to-noise ratio, and 
a loss of signal fidelity. 

Anderson~of Scripps Oceanographic Institute applied 
the technique of clipped processing to array signal process- 
ing and coined the name DIMUS (digital, multiple steered) for 
the resulting array processor (15).  DIMUS processing amounts 
to hardlimiting the output of each sensor, sampling the 
hardlimited signals, and feeding the sampled signals into a 
bank of shift registers which act as array delay elements. 
The outputs of the various shift register taps are combined 
to form a beam. 

Let us define the gain G of an array as the ratio of 
the output slgnal-to-noise ratio to the input signal-to-noise 
ratio appearing at each array element.  For a large number 
of array elements,and for the case of independent noise at 
each array element,the gain of the DIMUS array is given by 

G = k N (11.1) 

where N is the number of array elements, and k is a loss 
factor which represents the loss in signal-to-noise ratio due 
to hardlimiting. 

A number of investigators have studied the signal-to- 
noise performance of hardlimiters.  Typically, the analyses 
have been based on the assumption that the input noise is 
stationary and Gaussian, and that the limiter input signal- 
to-noise ratio is small.  Various values for the loss in out- 
put signal-to-noise ratio have been developed* These loss 
factors range from k = £ (- 1 dB)(i6) to k = £ (~2 dB)(17). 

The variation is due to the particular definition chosen for 
output signal-to-noise ratio.  For the case of large input sig- 
nal-to-noise ratio the loss factor can be expected to increase 
over the values quoted above.  In addition to signal-to-noise 
calculations,Remley (18)  has considered the problem of loss in 
signal fidelity. 
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One other loss in processing gain found in DIMUS is 
the loss due to time quantization.  The time quantization errors 
arise because of the discrete steps in time delay available in 
the shift registers,which act as delay elements for the array. 
These time quantization errors result in imperfect time align- 
ment of the signals from the individual array elements and, 
hence,a loss in array gain.  This loss in array gain decreases 
as the sampling frequency is increased.  Anderson (19) shows 
that this loss is negligible (0.5 dB) if the sampling rate is 
at least five times the highest signal frequency present at 
the input. 

11.1    DIMUS APPLICATION TO SEISMIC ARRAYS 

In considering the use of DIMUS signal processing for 
the seismic detection of underground nuclear explosions,the 
problem of loss in signal fidelity becomes critical because of 
the necessity of providing a classification capability as well 
as a detection capability.  Hence, a study of DIMUS processing 
must be undertaken from two distinct points of view:  detection 
and classification. 

Before proceeding further with a discussion of DIMUS 
processing itself, let us consider the potential gains that 
may be achieved through its use in implementing a large aper- 
ture seismic array.  Most obvious is the reduction in the 
amount of data which must be handled and/or stored.  Since in 
DIMUS each sample conveys one bit of information, there is 
available an immediate reduction of some 15 to 1 in the data 
handled over that necessary in the current design of the 
LASA-Montana system.  Furthermore, if we might limit our atten- 
tion to seismic frequencies below 2 Hz, the sampling rate itself 
could be reduced to about lC/sec, rather than the 20/sec  value 
in use at LASA-Montana.  The net result of such changes would 
be a data rate some thirty times less than current practice. 
One result of such a reduction in data rate would be the possi- 
bility of storing an entire day's output of a LASA on only four 
ten-inch recording tapes.  Perhaps more important, for a 250- 
seismometer array, the total output data rate (taking each 
seismometer separately) would be approximatley 2.5 kilobits 
per second.  Such a rate is clearly low enough to permit the 
transmission of the total raw data from such a site to a central 
data processing facility over a single telephone circuit in 
real time.  As noted previously, DIMUS will result in signifi- 
cant simplification of the beamforming equipment.  Finally, if 
such a drastic reduction in data rate from individual instru- 
ments proves completely satisfactory, it may be realistic to 
consider arrays where the seismometers need not be clustered. 
Rather, each instrument could be self-powered by a fuel cell or 
solar battery, and the instrument output relayed to the array 
center by means of very simple communication  equipments located 
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at the instrument sites.  So much for the potential advantages 
of DIMUS processing itself.  As stated above, we will consider 
such processing from two standpoints:  detection and identifi- 
cation. 

11.2       DETECTION ASPECTS OF DIMUS BEAMFORMING FOR LASA 

As stated earlier in this section, previous studies of 
the detection capabilities of DIMUS beamforming systems have 
predicted a one to two dB loss in processing gain for such 
systems when compared to analog systems.  In analyzing the per- 
formance of the DIMUS array, the microseismic noise is assumed 
to be Gaussian noise which is independent from array element to 
array element.  For this kind of noise, one would expect that 
the DIMUS processing would be 2 dB poorer than analog processing, 
given low-input signal-to-noise ratios.  To test this hypothesis, 
a continental-size seismic array was formed using the five con- 
tinental U.S. array stations and NPNT as clusters.  Each of 
the clusters was summed without delay, and the phased sum of 
the cluster outputs was calculated.  The event used for the 
experiment was a surface-focus event of low magnitude, with 
epicenter located in Algeria.  Differential delays for the clus- 
ters were determined from another, larger, surface focus event 
located in the same general vicinity. 

Figure 11.1 is the record from a single seismometer 
located in the WMO "cluster."  This record is typical of those 
for each instrument in the large array.  From this figure, It 
is easy to see that the criterion of low signal-to-noise ratio 
at each seismometer was met for this test.  Figure 11.2 shows 
the analog sum of the seismometers for the array focused at the 
event under study, the sum of the hardlimited seismometer out- 
puts, and also the same two signals after band pass filtering 
(0.75 to 1.5 Hz).  This filter served the dual purposes of 
removing out of band Interference and harmonic distortion intro- 
duced by the limiting process.  The event in question is clearly 
visible on each of the two filtered traces; however, the final 
signal-to-noise ratio leaves something to be desired. 

Since the peak outputs of both kinds of array process- 
ing have been normalized in the traces shown, it was easy to 
compute the rms value of the noise for both array outputs immedi- 
ately preceding the arrival of the event.  The ratio of clipped 
noise to undipped noise was found to be 2.1 or about the ex- 
pected loss in DIMUS processing.  While the length of the 
noise record available for analysis on each of these records was 
small (approximately 15 sec), and only one experiment was per- 
formed, the results agree so well with theoretical expectations 
that one may assume that the theoretical predictions of DIMUS 
detection performance can be used directly for the seismic case. 
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Before leaving the detection aspects of the DIMUS, it 
is interesting to note that such beamformers make possible 
CFAR (constant false alarm rate) automatic detectors without 
the usual problems of automatic gain-controlled amplifiers< 
To see why this is the case, first consider that the noise 
input  to each of the seismometers  is independent and has 
zero mean.   Then, the sum of N hard-limited instrument outputs 
will range from -N to +N and possesses a binomial probability 
distribution with zero mean - no matter what the strength of 
the noise at each of the seismometers.  This is the noise 
normalization property referred to earlier.,  It is easy to 
see, then, that a constant threshold set at the array output 
will give a constant and predictable false alarm rate. 

To determine the probability of detection for such a 
system, first consider a constant signal at the input to each 
seismometer.  Then,in the absence of noise, all of the hard- 
limiters following the seismometers would have the same polarity, 
and the magnitude of the output of the summer of the system 
would be exactly N.  When sufficient noise is present at the 
inputs to the seismometers, not all of the hard-limited outputs 
will be of the same polarity.  Here the magnitude of the output 
of the array summer can take values less than N, the exact value 
being a function of the signal-to-noise ratio at the inputs to 
the individual seismometers. 

Figure 11.3 illustrates how it is possible to determine 
the probability distribution of the magnitude of the summed out- 
put as a function of the input signal-to-noise ratio,,  The 
figure shows the probability density of signal plus noise at_ the input 
to a single sensor as a normal distribution with mean value E , 
where E  is the signal voltage.  This results from the assump- 
tion that the noise is normally distributed with zero mean.  Prom 
the figure, it is easy to see that the probability that noise 
wil] cause the limiter output to be of different polarity than 
would be true in the noiseless case is simply the area of the probabi- 
lity density for negative values of the variable.  Thus, given 
the input signal-to-noise ratio at the individual seismometers, 
it is possible to compute the probability of noise producing an 
incorrect polarity for a single seismometer output.  One can,in 
fact ,compute what this signal-to-noise ratio must be for a given 
probability that no more than m of the N outputs will be so 
reversed.  If the threshold is set at a value N-m, this proba- 
bility will be the probability of detection.  Figure 11.4 gives 
several illustrations of the detection performance (probability 
of detection versus input signal-to-noise ratio for a given 
false alarm rate) for a DIMUS CFAR detectoro  The illustrations 
are for a 21 element array and a 49 element array, the first is 
chosen to illustrate what LASA performance would be if hard- 
limiting takes place after analog summation of the individual 
seismometers of the clusters.  Typically the array parameters 
would be chosen to provide a false alarm probability on the 
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order of 10  and a detection probability on the order of 
0.9 for the minimum signal.  For example, for a single seis- 
mometer signal-to-noise ratio of unity, about 70 seismometers 
would be required in the DIMUS array to provide the above levels 
of performance. 

11.3       IDENTIFICATION WITH A DIMUS ARRAY PROCESSOR 

As stated at the beginning of this section, the DIMUS 
beamformer is inherently a nonlinear device.  A recent paper 
by Remley (20), presents the first derivation of the transfer 
function for such a processor.  This transfer function is given 
In Figure 11.5s where the average output signal voltage Is as a 
function of the input signal voltage at each limiter.  As can be 
seen from the figure, when the signal-to-noise ratio is on the 
order of unity or less, the output signal waveform is expected 
to be linearly related to the Input waveform.,  Where the number 
of elements in the array is large, not only will the output 
signal be a faithful representation of the input signal, but the 
output signal-to-noise ratio may also be large, even for low 
input signal-to-noise ratios.  Here, the DIMUS output may be 
used exactly as the analog output is in the determination of 
the source of the seismic signals.  Of course, the output sig- 
nal-to-noise ratio for the DIMUS will be approximately 2 dB 
less than that for the corresponding conventional array; how- 
ever, only minor distortion of the waveshape will have been 
Introduced by the nonlinear processing. 

When the input signal-to-noise ratio is high, however, 
considerable distortion of the seismic waveform may take place. 
To discover the magnitude of such effects, the records of some 13 
teleseismic events (both earthquakes and underground explosions) 
were processed with both conventional and DIMUS techniques.,  At 
least 10 widely spaced seismometers were used to form beams 
focused at each event.  The signal-to-noise ratio was high in 
all cases.  Thus the differential time delays could be picked 
by eye from the individual seismograms.  The fidelity measure 
chosen to determine the similarity between the analog and DIMUS 
outputs was the zero offset correlation coefficient for the P- 
coda signals of these events.  That Is, the corresponding sig- 
nals in the P-coda region of the analog channel and the DIMUS 
output are multiplied and integrated over the P-coda Interval and 
the result is normalized by dividing by the square root of 
the product of the energies of the two signals.  The resulting 
coefficient is thus always less than or equal to one.  Here 
P-coda was taken to be that portion of the seismogram from 
three to thirteen seconds following the onset of the P-phase. 
The choice of this fidelity measure was based on the hypothesis 
that the identification of source mechanism would be based 
mainly on the waveforms found in this time interval of the seis- 
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mogram, although it was recognized that most complexity cri- 
teria  employed to date required a measurement of the ratio of 
main P energy to energy in specific portions of the P-coda. 
Undoubtedly this choice of fidelity measure was strongly 
affected by the interesting results of study of the P-coda 
correlation coefficient as a discriminant (see Section IX). 

Results of these computations were much as expected. 
P-coda was emphasized with respect to main P, and the general 
noise level increased.  These two effects are illustrated by 
Figure 11.6, which shows the filtered (0.75 to 1.50 Hz) analog 
and DIMUS beam outputs (14 seismometers) for a typical earthquake. 
What is somewhat unexpected is the remarkable similarity of the 
coda waveforms for the two signals.  In fact, the coda correla- 
tion coefficient is 0.96.  Of the 13 events studied, this coda 
correlation coefficient ranged from 0.97 to 0.59, with only 
two events showing correlation coefficients lower than 0.76. 
With this high correlation, it is hypothesized that the coda 
correlation discriminant discussed in Section IX could be sat- 
isfactorily employed with conventional DIMUS processing.  There 
are, however, a number of ways by which the nonlinear transfer 
function of the conventional DIMUS may be linearized. 

To date, one test of the simplest modification of DIMUS 
processing has been made.  Recognizing that only events with 
large singal-to-noise ratios will be distorted by the convention- 
al DIMUS, it was hypothesized that the output of a single seis- 
mometer of the array should be a good estimate of the desired 
output signal - particularly for the largest portions of the 
record.  Thus, in addition to the hard-limited outputs of the 
individual seismometers, one analog channel is used to estimate 
the output of a conventional analog array.  The modified array 
output is then computed in the following manner.  At the first 
point in time that all hard-limited signals possess the same 
polarity (presumably that time for which the input signal entered 
the region of severe distortion in the transfer function), the 
corresponding value of the single analog channel is noted.  Let 
the analog channel output at this time be called VT .  The analog 
channel is then adjusted so that its value at the noted point 
is equal to the number of seismometers making up the array (21 
for the case studied).  The remaining portion of the analog out- 
put is scaled by a factor 21/VL.  Now, the value of the DIMUS 
output is retained as long as it has a value of -20 or less. 
However, when its value reaches 21 its value is replaced by 
the corresponding value of the scaled analog channel. 

Results of this simple "fix" are illustrated in Figure 
11.7.  Shown in the figure are the analog beam output, the modi- 
fied DIMUS beam output, and the conventional DIMUS beam output. 
In each case, the outputs have been passed through a bandpass 
filter centered at 1.125 Hz.  The filter bandwidth is approximately 
1.25 Hz.  From the figure, it is easy to see that this simple "fix" 
(combined with bandpass filtering) has eliminated nearly all of 
the distortion introduced by conventional DIMUS processing.  Some 
minor distortion still exists for the main P arrival and the 
first second of the coda; however, the 
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remaining portion of the modified array output Is as nearly 
identical with the corresponding portion of the analog processor 
as could be desired.  In addition, it can be seen from the fig- 
ure that the level of the noise in the modified record is re- 
duced over that for the conventional DIMUS.  This is to be 
expected, as it will be the ratio of low energy coda to noise 
which is expected to remain unchanged by this processing tech- 
nique.  As a result, when the coda level is reduced ..to Its 
proper relationship with respect to main P, the noise should 
also shrink with respect to P.  Other, more sophisticated modi- 
fications of the DIMUS technique are currently under study with 
a view toward correcting the distortion in the first three 
seconds noted above.  Even without such further modifications, 
the work to date suggests that the inclusion of a single analog 
channel with a DIMUS processor may be able to provide all of 
the Information possible with an analog array, and it can do so 
with far greater simplicity. 

11.4      SUMMARY AND CONCLUSIONS 

The analyses of DIMUS processing performed thus 
far may only be regarded as a first step at studying this pro- 
blem.  The motivation for studying DIMUS processing Is the 
potential savings in system data rate and equipment complexity. 
DIMUS processing results in a loss in system signal-to-nolse 
ratio, and distortion in the output waveform.  Loss in signal- 
to-noise ratio affects detection performance and is most Impor- 
tant for the case of low slgnal-to-noise ratios at the array 
seismometer imputs.  It has been concluded that the detection 
performance of a LASA (which employs DIMUS processing) will be 
negligibly affected under such low signal-to-noise ratio con- 
ditions.  Specifically, DIMUS will result in less than a 2 dB 
loss in signal-to-noise ratio at the output of the array. 

Any distortions of the output seismic waveform which 
are introduced by DIMUS processing could severely limit the 
ability of a LASA-DIMUS to discriminate between an underground 
nuclear explosion and an earthquake.  It has been shown that on 
the average the output of the DIMUS array will be linearly re- 
lated to the input signal under conditions of low seismometer 
input signal-to-noise ratio.  For large signal-to-nolse ratios 
the DIMUS signal output will be severely distorted. 

Nonlinear distortion caused by DIMUS has only been 
studied thus far in a very qualitative manner.  For a selected 
seismic waveform both DIMUS processing and analog array pro- 
cessing were simulated (under conditions of high signal-to- 
noise ratio) for a 21 element array.  The resulting array outputs 
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were compared and certain evident distortions were noted.  An 
ad hoc modification of DIMUS processing (see Section 11.3) was 
examined as a means of reducing the observed distortion.  For 
the case considered, the DIMUS modification appeared to reduce 
the distortion. 

Such qualitative observations of distortion do not 
provide detailed results concerning the effect of DIMUS processing 
on discrimination capabilities.  In order to perform such a de- 
tailed analysis it is necessary to consider the specific dis- 
criminant rules (which will be used to effect a classification 
of an unknown seismic event) and the effect of DIMUS distortion 
on each of the discriminants.  Such an approach may yield an 
appropriate criterion for evaluating the effect of DIMUS dis- 
tortion on the ability of the system to classify seismic events. 
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SECTION XII 

SPECTRAL ESTIMATES OF SEISMIC EVENTS 

It has been suggested that earthquakes and underground 
nuclear tests may result in seismograms that differ significantly 
in their spectral energy content.  If this is the case, the 
analysis of the spectral distribution of energy might provide 
useful statistics for discriminating between these two kinds of 
events.  More specifically, it has been suggested that the impul- 
sive nature of nuclear explosions might lead to more "high fre- 
quencies" than would occur with earthquakes.  "High frequencies" 
in this context might be considered as any significant energy at 
frequencies above 2 or 3 Hz.  If,in fact,high frequencies are 
present in these seismograms,it would be despite the characteristics 
of the propagation medium and the recording system (specifically, 
the aliasing filter), since the attenuation of both becomes espe- 
cially severe with increasing frequency.  It should be noted, 
however, that if the noise is teleseismic in origin,it also would 
be affected by both sources of attenuation, so that the real 
signal-to-noise ratio problem would be caused by local seismic 
noise and the noise internal to the recording system.  In this 
section the theoretical problem of estimating the energy density 
spectrum of a transient from a record consisting of that transient 
plus additive noise is considered.  Data from five seismic events 
are presented and analyzed in ways suggested by the theoretical 
discussion.  From these data it does appear that high frequencies 
are present in many seismograms but it is too early to tell whe- 
ther or not there are characteristic differences between the 
spectra resulting from earthquakes and nuclear tests that might 
be useful for discrimination purposes. 

The organization of this section is as follows.  First, 
the theoretical problem of estimating the energy density spectrum 
of a transient in noise is discussed.  Two general considerations 
are important in analyzing this problem:  1) What is the varia- 
bility in the spectral estimate that results from the noise? 
(This will depend, among other things, on the shapes and relative 
magnitudes of the power density spectrum of the noise and the 
spectrum of the signal); and 2) What is the distortion in the 
spectral estimate?  (For example, loss of frequency resolution 
that results from efforts to reduce this variability.)  Following 
this theoretical discussion,a brief description of the details of 
the computer implementation of these calculations is presented, 
in order to illustrate the dependence of the spectral estimate 
on the length and shape of the time window and also the effect of 
high-pass filtering the seismic records before performing these 
calculations.  Several sample calculations on the same seismic 
event are next presented.  Following these sample calculations,a 
single spectral calculation is presented for each of fifteen 
seismic records.  These records consist of the outputs of three 
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seismometers (center elements of LASA clusters AO, Bl and F4) 
for each of three surface-focus events and two earthquakes. 
These data indicate a definite high-frequency content for all 
but one of the surface-focus event calculations and some of the 
earthquake calculations.  Following this presentation of spec- 
tral calculationsjthe assumptions used in the analysis of these 
data and the potential sources of errors in carrying out these 
calculations are summarized.  Finally, conclusions" are presented 
together with recommendations for continued work on this project. 

12.1     THEORETICAL ANALYSIS 

For the purposes of this analysis it is assumed that 
the seismic record consists of the desired transient plus sta- 
tionary Gaussian noise.  It is further assumed that the onset 
time of the transient is fairly clear and that the appropriate 
duration (for these calculations) is on the order of a few se- 
conds.  The stationarity of the noise is necessary in applica- 
tions so that the power density spectrum of the noise may be 
reliably estimated from a long record of the noise preceding 
the transient.  The statistics of the spectral estimate of the 
transient will,of course,depend in part on this power density 
spectrum.  With these assumptions stated, the remaining problem 
is how best to estimate the energy density spectrum of the 
transient.  As was suggested above,there will be two kinds of 
considerations in analyzing this problem.  One is the variability 
in the spectral estimate that results from the noise, and the 
other is the distortion in the spectral estimate that results 
from efforts to reduce this variability.  There is a considerable 
literature relating to the problem of estimating the power den- 
sity spectrum of a stationary random process.  Probably the most 
cited reference is that of Blackman and Tukey (21), which first 
appeared in 1958.  This book provides a rather thorough discussion 
of the problem, with an emphasis on applications, and it has 
served as almost a handbook for many people.  The problem consi- 
dered in this section differs fundamentally from the one consi- 
dered by Blackman and Tukey.  While their methods remain relevant, 
they are not directly applicable, as will be demonstrated shortly. 

There are a few obvious guesses for possible ways to 
estimate the energy density spectrum.  One way would be to apply 
the Blackman and Tukey calculation to the portion of the record 
containing the transient.  As will be discussed below, this does 
not appear to be a very satisfactory procedure.  Another possi- 
bility would be simply to calculate the magnitude-squared of 
the Fourier transform of the portion of the record containing the 
transient.  The statistics of a slight generalization of this 
calculation will be discussed in some detail.  Still another 
possibility would be to pass the record through a bank of narrow- 
band filters and examine the envelopes of the outputs at the 
appropriate time.  It is easy to show that this can be equivalent 
to the generalized Fourier transform operation that will be 
analyzed, and, for digital computer applications, at least, it 
is less flexible.  (This might not be the case if the location of 
the transient were not at least approximately known.) 
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12.1.1 Definitions 

Let the available record be given as x(t)+n(t), where 
n(t) is a stationary Gaussian process with power density spectrum 
(double-sided)   Sn(f)} and x(t) is the transient of interest. 
Let a(t) be the "time window" (the choice of which will be dis- 
cussed momentarily).  Then, defining 

z(t) = a(t)[x(t)+n(t)] (12.1) 

Z(f)   =   f   z(t)e~J2lTft   dt (12.2) 
— 00 

The function of interest is |Z(f)| .  For convenience, let 

Z(f) = Zx(f) + Zn(f) (12.3) 

where the transforms correspond to the obvious time functions. 
Then, using & to denote convolution, 

Z (f) = A(f) S X(f) (12.4) 

12.1.2 The Time Window 

Perhaps the simplest choice of a time window would 
be a rectangular pulse that is a constant in the interval 
thought to contain the signal and zero elsewhere.  However, 
there are at least two reasons for a more rounded choice; one 
of these reasons is illustrated by the two examples in Figure 
12.1.  The second time window (sometimes called the Hanning 
window) has the same duration as the rectangular window, but 
the sidelobes of its transform are considerably smaller, 
and    its main lobe is somewhat wider.  In general, the second 
time window would be expected to introduce less distortion in 
the convolution operation of Equation 12.4.  (There is at least 
one special case where this would not be the case:  the case 
where the transient is strictly time-limited and completely 
contained within the time window.)  The other reason for a 
rounded window is roughly stated as follows.  In the analysis 
of seismic records, the duration of the transient is somewhat 
uncertain.  Presumably a(t) should be "turned off" when x(t) 
becomes small compared to the noise.  Not knowing exactly when 
that is, a reasonable compromise is to turn it off gradually. 

In the equations that follow it will be useful to have 
an approximate value for the width of A(f) in terms of the 
duration of a(t).  For this it will be assumed that 

A(f) =0        |f| > 1/T (12.5) 

where T is the duration of a(t).  Of course, this cannot hold 
exactly, but Figure 12.1 gives some indication of the degree 
of approximation involved. 
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EXAMPLES   OF TWO TIME WINDOWS AND THEIR   TRANSFORMS 
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12.1.3  Noise Alone Case 

In analyzing the statistics of |Z(f)| , it is convenient 
to analyze first those of |Zn(f)|

2, or, equivalently, to assume 
that x(t) is zero.  Considering this "noise-alone" case yields 

|Zn(f)|
2 = Jda/dB a(a)a(B)n(a)nU)e-J27Tf(a-e)(12.6) 

which, taking expectations, interchanging orders of integration 
and expectation, and recognizing convolutions in one domain as 
products in the other, leads to 

|Zn(f)|
2 = Sn(f) 8 |A(f)|2 (12.7) 

Thus the expected value of |Zn(f)|  is a "smoothed" version of 
the true power density spectrum, Sn(f), where the smoothing is 
accomplished by a convolution in the frequency domain.  (Clearly 
if Sn(f) changes slowly relative to 2/T, the expected value of 
|Zn(f)|2 will have essentially the same shape as Sn(f).) 

Similar calculations, which employ the convenient pro- 
perty of zero-mean Gaussian variates, 

n(t)n(x)n(a)n(e) = n(t)n(i) n(a)n(B)+n(t)n(a) n(t)nU) 

+ n(t)n(B) n(i)n(a) (12.8) 

lead to 

cov[|Zn(f1)|
2,|Zn(f2)|

2] = |/duSn(u)A*(u-f1)A(u+f2)|
2 

+ |/duSn(u)A*(u-f1)A(u-f2)|
2   (12.9) 

which specializes to 

var|Zn(f )|2 = |/duSn(u)|A(u-f)|
2[2 + |JduSn(u)A(u+f)A*(u-f) 

(|(zn(f)|
2)2 (12-10) 

This last equation is a generalization of the standard perio- 
dogram result (see, e.g., reference 22), which may be obtained 
from the above by choosing 

a(t) = 1//T     0 < t < T (12.11) 

= 0        elsewhere 

The important observation from Equation 12.10 is that, no matter 
what a(t) is chosen, 

var[|Zn(f)|
2] ^ (E[|Zn(f) |2])2 (12.12) 
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In particular, using longer and longer observation times would 
never reduce the variance to less than the square of the mean. 
Clearly, this calculation by itself would not be a very satisfac- 
tory way of estimating the power density spectrum (PDS) of a 
stationary random process.  To see how this calculation could 
lead to a good PDS estimate, it is useful to resort to the approxi- 
mation suggested earlier for the width of A(f).  If Equation 12.5 
were true, then Equations 12.9 and 12.10 could be simplified to 
state that 

Zn(
fl>|2|Vf2>|2 • IV^)!2 lVf2>!2 

for | |f-i|-|f2| | > 2/T (12.13) 

var[|Zn(f)|
2] = (E[|Zn(f)|

2])2     for |f| > 1/T     (12.14) 

i     i 2 The fact that the values of |Z (f)|  separated by more 
than 2/T in frequency are uncorrelated provides the means of 
achieving statistically satisfactory estimates of the PDS of a 
stationary random process.  To illustrate, suppose that Sn(f) 
varies only slightly over frequency intervals of several times 
2/T.  Then the samples |Zn(2K/T)|2 would have the same expecta- 
tion for several consecutive values of K, and a local average 
would be an appropriate estimate of this expectation.  Since 
successive values of |Zn(2K/T)|

2 are approximately uncorrelated, 
the local average would be statistically superior to any of the 
individual samples.  A convenient measure of the variability of 
a single statistic is the "coefficient of variation," which is 
defined as the ratio of the standard deviation to the mean. It 
is easy to show that adding together M uncorrelated random varia- 
bles with identical means and variances results in a_new random 
variable with a coefficient of variation that is 1//M times that 
of the original variables. 

To summarize, for K>0, |Zn(2K/T)|  has a coefficient of 
variation of unity.  If T is large enough that Sn(f) is essen- 
tially constant over frequency regions of length 2M/2T, then the 
local averages taken over M of the samples |Zn(2K/T)|

2 will yield 
spectral estimates with coefficients of variation equal to 1//M. 
The calculation just described — smoothing of the magnitude 
squared of the Fourier transform — could be a perfectly satis- 
factory method of estimating the PDS of a stationary random pro- 
cess, provided it were possible to choose T large enough to 
achieve a low coefficient of variation for the spectral estimates. 
This method Is essentially equivalent to the "indirect" method 
of Blackman and Tukey, as will be discussed below.  A more careful 
and thorough discussion may, of course, be found in Blackman and 
Tukey (23). 

An operation similar to that of adding M adjacent values 
of |Zn(2K/T)|2 would be convolving |Zn(f)|

2 with Q(f), where Q(f) 
is a pulse of width 2M/T located at the origin of the frequency 
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domain.  Because this operation does in a sense combine M uncor- 
related samples, one would £xpect it to result in a coefficient 
of variation of roughly 1//M.  Defining the result of this fur- 
ther smoothing as P(f) yields 

P(f) = |Zn(f)|
2 g Q(f) (12.15) 

and, therefore, 

PUT = |Zn(f) &  Q(f) 

= Sn(f) fi |A(f) 

a c Sn(f) fl Q(f) 

2 
a Q(f) 

(12.16) 

where the last approximate equality is based on |A(f)|  being 
narrow compared to Q(f), which will be the case if Q(f) is suffi- 
ciently wide compared to 2/T that a low coefficient of variation 
results.  P(f) is sometimes called a "smoothed periodogram." 

This smoothed periodogram calculation can be made equi- 
valent to the standard "indirect method" of Blackman and Tukey. 
The "indirect method" consists of three steps:  1) estimate the 
autocorrelation function of the noise, 0n(-r);  2) multiply this 
estimate by a "lag window," qU);  3) calculate the Fourier trans- 
form of the result. 

Defining 

T- 
0nU) = ±j n(t)n(t+|i |) dt 

0 

= 0 

a(t) = 1//T 

= 0 

T I < T 

T I >   T (12.17) 

0 < t < T 

elsewhere 

leads to 

and 

•n(f) = zn(f) 

P(f) = |dTe_J27TfT q(T)0n(r) = zn(f) &  QU) 

(12.18) 

(12.19) 

where qU) and Q(f) are Fourier transforms of each other.  Ear- 
lier, it was observed that the coefficients of variation of P(f) 
were proportional to the square root of the ratio of the widths 
of A(f) and QU) .  It can now be observed that this ratio is pro- 
portional to the ratio of the widths of qU) and a(t).  Typically 
q(r) is an even function of T that is zero for T larger in 
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magnitude than the "maximum lag."  As an example of representa- 
tive parameter values for the application of the indirect method 
of PDS estimation, a maximum lag of about T/10 would be used to 
achieve an rms fluctuation of one-third of the mean value.  At 
the time the Blackman and Tukey paper appeared, the indirect 
route was the most efficient for use on a digital computer. 
Since the development of the Cooley-Tukey algorithm for computing 
Fourier series (24), however, the frequency domain calculations 
have become very much faster, and it is now usually fastest to 
compute power spectra by the more direct route leading to the 
smoothed periodogram. 

12.1.4   Signal Plus Noise Case 

Returning now to the original problem, which included 
both signal and noise, and still assuming the noise is Gaussian, 
it can be shown that, as before, the estimates are uncorrelated 
for frequencies separated by more than the width of A(f), and 
that the following equations describe the mean and variance of 
the spectral estimates. 

Z(f)|2 = |Zx(f)|
2 + |Zn(f)|

2 (12.20) 

var[|Z(f)|2] = var[|Zn(f)|
2] + 2|Zx(f)|

2 |Zn(f)|
2 

+ 2ReZ 2(f) JduS (u)A*(u+f)A(u-f)     (12.21) 

2 Expressions for the mean and variance of |Z (f)|  were given in 
Equations 12.7 and 12.10.  Equation 12.20 states that the expected 
value of the spectral estimate is equal to the sum of the signal 
and noise contributions.  The expression for the variance (Equa- 
tion 12.21), however, involves not only the contributions from 
the noise, but also the interaction terms.  Continuing the assump- 
tion that A(f) has a width of 2/T (Equation 12.5) implies that 
the last term of Equation 12.21 is zero for |f| > 1/T.  For f=0 
the last two terms of Equation 12.21 are equal. 

To summarize these results, it is convenient to concen- 
trate on the samples of the spectral estimates spaced at intervals 
of 2/T.  Defining 

yK = |Z(2-|)|2 (12.22) 

The above results may be summarized as follows: 

yK = |Zx(2K/T)|
2 + |Zn(2K/T)|

2 (12.23) 

cov(yk,yjl) - 0      for |k| /   \i\ (12.24) 

var yK = (|Zn(2K/T)|
2)2 + 2|Zx(^f)|

2 |ZR(^|)|
2(1+6R) (12.25) 

where 6R = 1, K=0;        6R = 0, k^O (12.26) 
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12.1.5   Comments on Applications 

In applying these calculations, the |Z (2K/T)|  would 
be determined by a smoothed periodogram Cor the equivalent 
Blackman-Tukey) calculation on a sufficiently long run of noise 
preceding the transient.  (Typically, two minutes of noise on 
the seismic records has been used.)  For this calculation Q(f) 
would be chosen to equal the |A(f)|^ used with the transient, 
in order to obtain the appropriate numbers.  Once this is done, 
the | Zn( 2K/T) | 'l in Equations 12.23-12.25 are assumed known, and 
the remaining statistical problem is to estimate the |Zx(2K/T)|^ 
from the yK.  One interesting aspect of this problem is that not 
only the means of the y^ but also their variances depend on the 
ZY(2K/T) I 2.  Thus, for example, a value of y^ much larger than 
Zn( 2K/T)j-

:; suggests a signal contribution at that frequency in 
two related ways:  a larger mean value and a larger variance. 

At frequencies where the signal-to-noise ratio — 
perhaps defined as |ZX(2K/T)|<V |Zn(2K/T)|

l   — is relatively 
large, there should be little difficulty in estimating the 
|ZX(2K/T)|

2.  However, where this is not the case, some further 
smoothing may be necessary.  This smoothing would reduce the 
resolution in order to increase the signal-to-noise ratio at 
those frequencies where it is necessary.  Exactly what smoothing 
is "best" would depend not only on the details of |Zx(f)|2 and 
|Zn(f)|

z but also on the objectives of the particular application, 

It should be noted that the application of the Blackman- 
Tukey methods with the customary choice of parameters would cor- 
respond to smoothing equally over all frequencies in such a way 
that the standard deviation of the noise contribution is a small 
fraction (e.g., 1/3) of the mean of the noise contribution.  In 
many applications this smoothing would be more severe than neces- 
sary except at those frequencies where the signal-to-noise ratio 
is very small, since the appropriate criterion here is that the 
standard deviation of the spectral estimate be small compared to 
the signal contribution.  At a frequency where the signal contri- 
bution is relatively large, for example, it matters not at all if 
the standard deviation of the noise contribution equals the mean 
of the noise contribution (as it will with no smoothing). 

In applying these calculations there are several choices 
to be made,such as what shape and duration of time window to be 
used and where to locate it.  No general rules for making these 
decisions are presented here,but data are presented for two 
lengths of time windows and two shapes in order to give some 
indication of the dependence of the estimate on these parameters. 
For most of the seismic records used to date,the choice of the 
onset time is fairly clear.  The rectangular time windows are 
defined to begin a point or two before the initial motion of the 
event;  the Hanning windows are defined to begin 1/2 second 
earlier. 
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Since the seismic spectra do fall off quite rapidly with 
frequency, there is the possibility, which was discussed above, 
that the sidelobes of A(f) together with the large low frequency 
energy might contribute more apparent energy at the high frequen- 
cies than is actually there.  To provide against this possibility, 
the seismic records have all been high-pass filtered and the 
spectral calculations repeated.  Since the principal concern in 
this section is with the high-frequency content of the selsmo- 
grams, most of the calculations that are presented will be based 
on the high-pass filtered records. 

The possibility of reducing the variability of the spec- 
tral estimates, by subtracting from the observed record an esti- 
mate of the noise that is based only on the noise preceding the 
time window, has been considered.  The few theoretical predic- 
tions that are workable suggest that this procedure might be 
useful in applications where the correlation time of the noise 
is comparable to the length of the transient.  In application, 
however, results have been rather disappointing, and it is 
thought that this is due to the lack of stationarity of the 
noise, and also to the fact that rather artificial assumptions 
were used in the theoretical analyses in order to yield "paper 
and pencil" results.  Even if the noise prediction were to sig- 
nificantly reduce the variability of the spectral estimate, the 
value of this reduction would have to be weighed against the cost 
of the relatively long computation times necessary to implement 
these calculations. 

12.2     COMPUTER IMPLEMENTATION OF SPECTRAL CALCULATIONS 

Implementing the calculations discussed in the previous 
section on a digital computer is relatively straightforward. 
The fundamental difference between the computer implementation 
and the calculations discussed in the preceding section is that 
a discrete rather than continuous representation is used in the 
computer handling of the data.  (The continuous formulation is 
somewhat more convenient for the theoretical discussion.)  The 
results that were presented in continuous form in the previous 
section can easily be transcribed to an appropriate discrete 
formulation.  A few examples will illustrate how closely the 
discrete formulation parallels the continuous.  By analogy with 
Equation 12.1 we have 

zi = a1[xi+n1] (12.27) 

where the xj. and nj_ are the signal and noise contributions to 
the observed samples, the a-j_ form the time window and the z-j_ are 
the samples to be transformed.  In the case of rectangular time 
windows the aj_ may be written as 

a, = {1//5T 0 l i < N-l U2<28) 

0 elsewhere 
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where N is the length of the time window.  In the calculations to 
be presented below, both rectangular and Hanning windows of two 
lengths have been used.  In all cases,the normalization constants 
are chosen such that 

N 
I   a/ = 1 (12.29) 
1 

This normalization is chosen because it is the normalization which 
yields comparable power density spectra for the noise. 

The Fourier series based on the z^ is given by 

Zk = I     z e (12.30) 
1 = 1 

o 
and the spectral estimates are simply |Z^| .  By analogy with 
the previous discussion (or by direct calculation) the expected 
contribution of the noise to the spectral estimates, P^, for the 
case of rectangular time windows may be written as 

N-l -  , 
1(1-   ff)p COS—j,- 

s = l 
(12.31) 

where the ps are the correlation coefficients estimated from a 
long run of the noise preceding the event (that is, ninj=p M „•» I ) . 
Equation 12.31 is simply the smoothed periodogram that corres-' 
ponds to the choice of time window given in Equation 12.28.  A 
similar expression may be derived for the case of Hanning windows 
and is, of course, implemented in those calculations.  The spec- 
tral calculations will be presented below in the form of plots 
of Iz^l^ and P^ vs. k, or frequency.  In all cases, the smoothed 
periodogram shown with an energy density spectrum will be the one 
corresponding to the choice of time window used for the energy 
density spectrum. 

Some programming was necessary in order to carry out the 
calculations reported in this chapter. In writing these programs, 
considerable use was made of subroutines available from the staff 
of the Seismic Data Laboratory, Earth Sciences Division, Teledyne 
Industries, Inc.  The subroutine COOL, which calculates Fourier 
series by means of the Cooley-Tukey algorithm (25) and the sub- 
routine C00LV0LV, which convolves two waveforms by calculating 
and multiplying their Fourier series and then calculating the 
corresponding time series, were used extensively throughout these 
calculations.  (Descriptions of these subroutines may be found 
in reference 26.)  To carry out the filtering a subroutine was 
written which calculates the (time-domain) impulse response from 
a desired frequency-domain response.  Filtering was effected by 
using C00LV0LV to convolve the impulse response of the filter 
with the entire seismic record.  For the number of sample points 
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used in these calculations, it was not necessary to segment 
the waveforms, as suggested for some filtering applications by 
Stockham (27). 

As suggested earlier, spectral calculations have 
been performed on both the raw seismic data and on .high-pass- 
filtered seismograms.  The high-pass filtering was employed 
in order to be sure that the apparent signal energy .at high 
frequencies is not an artifact resulting from the sidelobes 
of the time window's transform, but is in fact due .to high 
frequencies in the seismogram.  In all cases where high-pass 
filtering was employed the same filter was used.  The frequency 
response, H(f), of this filter is given by 

0 |f|<2.5Hz 

H(f) = <l/2 (1-COS(2F(lfl"2-5)) )  2.5Hz<|f|<3.75Hz  (12.32) 
1 2'5       3-75Hz<|f| 

Data will be presented below for spectral calculations on both 
unfiltered and high-pass filtered seismograms.  In viewing these 
data it should be recalled that in both cases the LASA record- 
ing system includes an aliasing filter that is flat to approxi- 
mately 5 Hz and provides 30 dB of attenuation at 10 Hz.  This 
filter precedes the sampling and quantizing that form the 
digital records. 

When parity errors occur in the digital recording of 
the seismic records a value of zero is substituted.  This also 
occurs when parity errors occur in transcribing digital tapes. 
In order to avoid misleading results in the spectral calcula- 
tions, it is necessary to remove these spurious zeroes from 
the seismic records.  For this purpose we have used the follow- 
ing simple rule:  whenever a zero or a string of zeroes occurs, 
the polarity of the samples immediately preceding and following 
the zeroes is checked; if the polarity changes, it is considered 
a "legitimate" zero; if the polarity does not change, the zero 
is replaced by the straight-line interpolation of the surround- 
ing values.  The removal of the spurious zeroes precedes any 
other processing of the seismic record in the spectral calcu- 
lation.  At the time these zeroes are removed, a count is 
printed out that indicates the total number of spurious zeroes 
and the number of these that occur singly so that data contain- 
ing an excessive number of parity errors may be discarded. 

Following the removal of the spurious zeroes the 
seismic record is normalized in such a way that the noise por- 
tion of the record has zero mean and unity standard deviation. 
That is, the mean value of the noise portion is removed from 
the entire record, and the entire record is divided by the rms 
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level of the noise.  The noise autocorrelation function is 
then estimated by using COOLVOLV to convolve either a two or 
three minute sample of the noise with itself reversed in time. 
Because of the just mentioned normalization, the value of the 
autocorrelation function at the origin will be exactly unity. 
When high-pass filtering is employed the new noise autocorrela- 
tion function is estimated in the same way using the output of 
the high-pass filter.  The output of the filter is not renormalized 
In interpreting the spectral data there are several statistics 
of the data that are of interest.  For the calculations presented 
in this section these statistics are summarized in Table IX.  The 
first column of this table gives the peak deflection in the un- 
filtered seismogram, and is expressed in terms of "counts."  The 
digital representation of these data consists of 14-bit samples. 
For convenience in this discussion each quantizing level is re- 
ferred to as a "count."  The next column of the table gives the 
calibration factor (in counts per millimicron) as measured for 
that seismometer on the appropriate day or In one case, on the 
preceding day.  The third column contains the ratio of the first 
two, which is the peak deflection measured in millimicrons.  The 
next column, labeled "Noise Reduction Factor," fives the factor 
by which the rms value of the noise is reduced by the high-pass 
filtering operation.  The column following that is the rms value 
of the unfiltered noise in terms of the original quanitzing levels, 
or counts.  The next column contains the product of these last 
two columns, which is the rms value of the filtered noise in 
terms of the original quantizing levels.  Finally, the last 
column of the table references the figure in which the correspond- 
ing spectral calculations appear. 

12.3       SAMPLE CALCULATIONS ON ONE EVENT 

All the calculations presented in this section are 
based on a Kazakh surface-focus event of magnitude 4.9 as 
recorded at the center element of LASA cluster D4.  The calcu- 
lations presented here are spectral calculations with 64- and 
128-point time windows, with rectangular or Hanning shapes, 
and with high-pass filtered or unfiltered records.  The objective 
in presenting so many calculations for a single event is to give 
some indication of the dependence of these calculations on the 
parameter choices such as shape and duration of the time window. 
In the next section only a single spectral calculation — the 
one employing the 128-point Hanning window — will be presented 
for each recorded event. 

Figure 12.2 presents a portion of the seismogram 
used in the sample calculations presented in this section. 
Indicated on this figure is the origin time that was used in 
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ORIGIN TIME 

6.4 SEC. 

FIGURE  12.2 
SEISMOGRAM   FOR SAMPLE  SPECTRAL CALCULATION 

FIGURE 12-3 
AUTOCORRELATION   FUNCTION   FOR 

SAMPLE   SPECTRAL CALCULATION 
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these calculations.  The rectangular time windows begin at 
this time.  The length of the 128-point time window, 6.4 
seconds, is indicated on the figure.  In the case of the 
Hanning windows the origin time for the time window was moved 
10 points earlier.  The autocorrelation function estimated 
from 3 minutes of noise preceding this event is given in 
Figure 12.3-  The spectral calculations performed on the un- 
filtered seismogram are presented in Figure 12.4 the same 
calculations performed on the filtered seismogram are pre- 
sented in Figure 12.5.  From Figure 12.4 the rapid decrease in 
spectral energy with increasing frequency may be observed. 
The presence of good signal-to-noise ratios over a wide range 
of frequencies may be observed and some inferences may be made 
about the relative amounts of smoothing caused by the various 
time windows.  Figure 12.5, which presents the same calculations 
performed on the filtered seismogram, indicates that the signal- 
to-noise ratios observed in the 4 to 5 Hz region are "legitimate," 
and not simply a sidelobe artifact resulting from the transform 
of the time window.  The effect of the various widths of the 
transforms of the time windows are somewhat clearer in Figure 
12.5 than Figure 12.4.  Comparing the various spectra of Figure 
12.5 it may be concluded that the 128-point time windows has a 
narrower transform than the corresponding 64-point time widnows 
and that both Hanning windows are narrower in their transforms 
than the rectangular windows.  For our purposes the most impor- 
tnat observation to be made from this figure is that even after 
the high-pass filtering there still appears to be a significant 
amount of signal energy at the higher frequencies. 

In order to consider the statistical significance of 
the high frequency content, let us consider the results of the 
calculation based on the 64-point Hanning window.  At a fre- 
quency of approximately 4 Hz, the energy density spectrum has 
a value of approximately 0.3 while the smoothed periodogram at 
that point is approximately 0.03.  If in fact there were not 
signal energy at this frequency, the expected value of the 
energy density spectrum calculation would be 0.03, and this would 
also be the standard deviation of the result of this calculation. 
Thus the observed value is more than nine standard deviations 
away from the expected value that would apply if there were not 
signal energy present at this frequency.  For this reason, it is 
concluded that a significant amount of signal energy is present 
at this frequency.  The problem of devising a good estimate for 
just how much signal energy is present is not entirely trivial. 
The reason, which was suggested in the previous section, is that 
both the mean and the variance of the spectral estimates depend 
upon the signal contribution. 

There are several features of the curves presented 
in these figures that deserve additional comment, since they 
will also appear in one form or another in the figures to be 
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presented below.  All of the spectral presentations are pre- 
sented in semilogarithmic coordinates since such.a large 
dynamic range is involved.  However, the logarithmic-vertical 
scale can be somewhat misleading when trying to read-these 
figures.  It has already been noted several times that in the 
case where there is no signal energy at a particular frequency 
the result of the spectral calculation should have an expected 
value equal to the corresponding value of the smoothed periodo- 
gram but a standard deviation that is also equal to that value. 
Fluctuations above or below the smoothed periodogram are there- 
fore expected in the energy density spectrum at frequencies 
where there is little or no signal energy.  The problem with 
the logarithmic vertical coordinates is that they accentuate 
the appearance of fluctuations below the smoothed periodogram. 
The effect is that in many cases it appears that the energy 
density spectrum goes further below than above the smoothed 
periodogram curve.  It should be remembered that these two curves 
would appear quite different   if plotted on linear paper and 
it would only be in the case of a linear vertical scale that 
the average of the fluctuations would be expected to be at least 
as large as the smoothed periodogram. 

In the spectral curves of Figure 12.5, and also in 
those to be presented below, there seems to be a tendency for 
the smoothed periodogram to be consistently larger than the 
energy density spectrum, in the very low frequency region of 
the spectrum, that is, the region supposedly removed by the 
high-pass filtering.  If this did not happen with such regularity 
it would probably be all right to dismiss it as a statistical 
fluctuation of the kind just discussed.  However, it does happen 
so consistently that this does not seem an appropriate explana- 
tion.  At the present time we do not have any good explanation 
for why this effect appears so often; however, it is easy to 
demonstrate that the total energy involved in this region of 
the spectrum is of a level that is sufficiently small that a 
quantization-noise effect is suggested.  Why this effect should 
systematically favor the smoothed periodogram over the 
energy density spectrum is not clear, but given the very low- 
level energies involved, this problem does not seem to be a very 
important one; further attention to the quantization-noise effect 
is given below.  In order to look at the signal energies involved, 
it is useful first to review some of the statistics of the cal- 
culations performed on this event. 

As indicated in Table IX, the peak motion of the 
seismogram is only 3^ counts.  Since the output of the 
quantizer is a 1^-blt number it is clear that only a small 
fraction of the available dynamic range in the output of the 
analog-to-digital converter is being employed.  The rms value 
of the unfiltered noise is roughly 64 counts, or about 1/5 
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of the peak motion.  On the same scale of quantizing levels, 
the rms value of the filtered noise is about 5 1/2 counts.  The 
fact that this number is so small indicates that quantizing 
noise may be a problem in terms of the fidelity of the output 
of the high-pass filter.  However, since this value is signifi- 
cantly above unity it appears that the output of the high-pass 
filter is not dominated by quantization noise. 

Returning now to the problem of the 0-2.5 Hz region, 
the above numbers can be used to make a rough estimate of the 
signal energies involved in this portion of the spectrum.  In 
the case of the noise waveform, the average power of the noise 
may be obtained from the smoothed periodogram.  Prom Figure 
12.5C it is clear that the smoothed periodogram is less than 
10   for frequencies below 2.5 Hz.  We can overbound the energy 
in this portion of the spectrum by assuming that it has a value 
of 10"  in this region.  Taking this value, it is easy to show 
that the average power in this portion of the spectrum would 
be simply 1/4.  10" , which corresponds to an rms value of 
1/2-10~2.  Recalling that all of these calculations follow the 
initial normalization of the noise waveform, which led to an 
rms value of unity, the value 1/2«10~2 can be converted to the 
scale of the original quantization levels by multiplying by the 
rms value of the unfiltered noise, which was about 64 counts. 
The result of this multiplication indicates an rms value of 
approximately 1/3 of 1 quantization level.  The rough calculations 
just described probably overbound considerably the true energy 
in the 0-2.5 Hz region.  Even doing so, the resulting rms value 
is only 1/3 of a quantization level.  This very clearly indicates 
that the energies in the 0-2.5 Hz region are of the same order 
as those that might be expected from quantization-noise effects. 
For this reason we are not troubled by the apparent trend for 
the smoothed periodogram to exceed the energy density spectrum in 
this portion of the spectrum.  Incidentally, these comments 
apply to the spectra resulting from the- Hanning window calcula- 
tions.  In the case of the rectangular windows, which have con- 
siderably larger sidelobes,the sidelobes contribute a good deal 
of energy to the 0-2.5 Hz region, as is clear from parts A and 
B of Figure 12.5- 

There is one additional problem that has not yet 
been mentioned that may be important in interpreting these 
data and the data to be presented below.  This problem relates 
to the dynamic range of the seismometer and recording system. 
There have been some suggestions recently that, with very large 
magnitude events, serious nonlinearities may occur in the 
seismometer-recording system.  If such were the case, of course, 
spurious high frequencies could be introduced in the seismogram 
that were in fact not present in the original seismic signal. 
As yet there is no clear measure available of when these non- 
linearities occur, so that it is impossible to say with con- 
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fidence which of the calculations to be presented below may and 
which may not suffer from non-linear distortions.  It is our 
understanding from Lincoln Laboratory that when peak motions are 
less than 2000 counts, non-linearities are very unlikely in the 
recording system.  If this criterion is valid, most of the data 
to be presented below may be considered as all right and, there- 
fore, the conclusions to be presented will still stand.  It is 
of course possible that non-linearities may occur with peak 
motions less than 2000 counts, and it seems even more likely 
that in some cases with peak motions greater than 2000 counts 
linearity is no problem.  For lack of more precise information, 
we shall, for the present, assume that any seismogram with a peak 
motion less than 2000 counts is safely in the linear range.  This 
arbitrary criterion is met by all of the data summarized in 
Table IX except the 13 February event and the LF4 record of the 
21 November Kazakh event. 

The data in this section were presented in order to show 
the effects of parameter choices and of high-pass filtering on 
the spectral calculations.  In the next section, similar calcula- 
tions will be presented for five seismic events as recorded at 
three different LASA seismometers.  As we are principally inter- 
ested in the high frequency region, only the high-pass filtered 
records will be used, and as it has the smallest sidelobes of 
any of the time windows, the 128-point Hanning window will be 
used for all the calculations presented in the next section.  It 
is not clear at this time what the "best" time window to use 
would be.  However, the calculations presented above suggest 
that it may not matter a great deal.  Rounded windows such as 
the Hanning window certainly seem superior to the rectangular 
window in terms of sidelobe characteristics, but it may be that 
they should not be symmetric.  The length of the window is also 
subject to some question.  The longer windows give somewhat better 
resolution in frequency, but this presumably will be at the expense 
of signal-to-noise ratio, since the signal of interest probably 
decreases relative to the noise as the time since onset increases. 
For the present, the 128-point or 6.4-second time window seems 
satisfactory to indicate the presence and character of high fre- 
quencies in seismograms. 

12.4       SUMMARY OF CALCULATIONS ON FIVE SEISMIC EVENTS 

Spectral calculations are presented in this section on 
five seismic events.  Table IX summarizes the events used and 
some statistics of the seismic records.  Three Kazakh surface- 
focus events and two Kurile earthquakes were used.  There are 
some difficulties in trying to compare the spectra of the sur- 
face-focus events with those of the earthquakes since they come 
from different locations.  We have recently obtained information 
about earthquakes occurring in the Kazakh region and hope in the 
not too distant future to have spectral calculations that are 
more easily compared than those presented here. 
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The 13 February event, which was of magnitude 6,3, is 
presented separately (in Figure 12.6) from the others because 
it is thought that it may be sufficiently large that serious 
non-linearity problems are occurring in the amplifier.  The 
other four events lead to more moderate peak motions at the 
seismometers and are thought, therefore, to be believable. 
Recordings at three different seismometers were used for each 
of these events.  In addition, a fourth seismometer was used 
for the 7 May event and it is on the basis of that recording 
that the data of the previous section were calculated.  The 
spectral data on these four events are grouped according to the 
seismometer used.  Thus Figure 12.7 gives the AO data for each 
of the four events; Figure 12.8 gives the Bl recording, and 
Figure 12.9, the F4 recording for each of the four events. 

Several observations may be made from these figures. 
The most important observation is that, in the case of the 
surface-focus events, a significant amount of high frequency 
energy does appear to be present.  In the case of the earth- 
quakes the situation is less clear, with some seismometers 
indicating the presence of high frequency energy and others 
not.  There are also some curious features to these figures 
for which we do not, at the moment, have a complete explanation. 
For example, in the case of the 21 November surface-focus 
event, signal-to-noise ratios on the order of 40 may be observed 
for the seismometers at AO and Bl whereas for the seismometer 
of cluster F4 the signal-to-noise ratio is closer to 1000. 
Spectral calculations based on the data for the F4 cluster 
from the Kurile earthquake on 21 April also show a curious 
feature for which we, at the present time, have no explanation. 
Examination of the plots of the spectra of this event (Figure 
12.9D) indicates that the spectra do not fall off appreciably 
at frequencies above 5 Hz.  Since the aliasing filter should 
produce approximately 30 dB of attenuation between 5 and 10 
Hz, it is rather surprising that the smoothed periodogram from 
this record does not show more of a decrease between 5 and 10 
Hz.  It is possible that this may be a result of the quanti- 
zation noise problem referred to earlier, since the rms value 
of noise after high-pass filtering is something less than four 
quantization levels of the original record.  However, it seems 
unlikely that this phenomenon would be sufficinet to account 
for the relatively large spectral energies observed at the 
higher frequencies.  This high-frequency energy was also pre- 
sent in the calculations performed for all of the other time 
windows on this record. 
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12.5    SUMMARY OF ASSUMPTIONS AND POTENTIAL SOURCES OF ERROR 

The theoretical analysis used In interpreting these 
calculations assumes that the seismic"record consists of the 
desired transient plus stationary Gaussian noise.  It Is also 
assumed that a sufficient record of noise preceding the transient 
is available to make a good estimate of the power density spec- 
trum of the noise.  Interpreted in terms of this analysis, the 
data presented above indicate that there is a significant amount 
of high-frequency energy in most of the digital recordings from 
surface-focus events.  The best method for determining exactly 
how much energy is present, especially in low signal-to-noise 
cases, remains to be determined.  Very likely this-, best estima- 
tion procedure will involve some further smoothing over frequency 
In order to increase the signal-to-noise ratio where this is 
necessary. 

The possibility that the apparent high .frequency energy 
content of the seismograms might only be the low-frequency energy 
"smoothed" into the high frequency region by the sidelobes of 
the Fourier transform of the time window has been considered. 
To provide against this possibility, high-pass filtering of the 
records has been employed, and the resulting spectra still show 
significant high-frequency energy. 

The computer implementation of these calculations is 
straightforward.  Control calculations performed on intervals 
consisting of noise alone have indicated that no significant 
scale-factor errors exist either in the program or the analysis; 
i.e., performing the energy density spectrum calculation on an 
interval consisting only of noise should lead to a spectrum which 
is highly variable but has an expected value equal to the corres- 
ponding smoothed periodogram.  Control calculations performed 
to date indicate that this is the case. 

The question of possible nonlinearities in the seismo- 
meter and recording systems has not yet been thoroughly explored. 
It is quite possible that for the large Kazakh event of 13 Febru- 
ary, the peak motion was sufficiently large that serious non- 
linearities occurred, and that these may in fact have contributed 
a significant fraction of the observed high-frequency energy. 
For the other events, however, where the peak motion is only 
several times the size of the rms noise value, it appears likely 
that the amplifiers would be behaving properly and not be respon- 
sible for the apparent high-frequency energy.  We understand from 
Lincoln Laboratory that linearity problems with peak motions 
smaller than 2000 counts are very unlikely; the majority of the 
calculations presented above are within this limit. 
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The question of quantization noise has been considered 
since after high-pass filtering, rms levels of the noise typi- 
cally correspond to several quantization levels on the original 
output of the A/D converter.  These numbers are too large to 
be attributed to quantization noise alone, but they are small 
enough that quantization noise may introduce some distortion in 
the observed spectra after high-pass filtering. 

12.6     CONCLUSIONS 

Prom the data and the analysis presented above, it ap- 
pears that a significant amount of high-frequency energy is 
indeed present with surface-focus events of moderate size. 
A great deal of work remains to be done before it will be clear 
whether or not this high-frequency energy is of any potential 
value for purposes of discrimination.  Indeed the principal 
point of this section is that the high-frequency energy does, 
in fact, exist, and so its possible use as a discriminant now 
appears worth pursuing.  An obvious first step in pursuing this 
possibility is to perform spectral calculations on several events. 
In particular, it would be desriable to have spectral calculations 
on surface-focus events and earthquakes from approximately the 
same location.  Furthermore, it would also be desirable to have 
these calculations performed on events of somewhat lower magni- 
tude in order both to see if the characterisitcs of the spectra 
change with magnitude, and also to begin to consider the problem 
of estimating the spectrum when the signal-to-noise ratio is 
smaller than it has been in the examples considered in this re- 
port.  Finally, it should be noted that all of the calculations 
presented in this section are based on the output of a single 
seismometer:  no array processing has been performed.  The 
output of the single seismometer has been sufficient to demon- 
strate the presence of high-frequency energy, but it is probably 
not the most useful way in which to take advantage of this energy. 
Array processing designed to utilize the high-frequency region 
of the spectrum raises many questions which to date have not 
been seriously considered.  Most important among  these may be 
the question of spatial coherence of the high-frequency portion 
of both signal and noise contributions to the seismic records. 
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SECTION XIII 

ATTENUATION OP SEISMIC WAVES IN THE EARTH'S UPPER MANTLE 

A suggestion by Dr. Eugene Herrin that the large dis- 
crepancies in the measured spectra from LONGSHOT as recorded 
at various stations might result from low Q regions in the earth's 
upper mantle prompted a brief study to discover whether it is 
possible to determine the existence of such layers by comparing 
the spectra of the P and pP phases of deep earthquakes.  The mo- 
tivation for this study lay in the hope of being able to choose 
sites of future seismic stations which maximize the high fre- 
quency capabilities of such stations.  This section describes 
the results obtained. 

The absorption characteristics of a linear propagation 
medium can be measured by the fractional energy absorbed per 
cycle, which is called Q.  Experiments have suggested that 
the earth's Q is constant with frequency (28).  A comparison of 
the frequency content of two phases of the same deep event, pP 
and P, makes it possible to find the average value of Q in the 
upper mantle at the epicenter region.  Three events from the 
Fiji Islands region have been analyzed.  These events all yield 
measurements of Q that are less than 500, indicating that the 
attenuation is one order of magnitude larger than expected from 
previous measurements, (29).  The last topic in this section is 
a proposed method for extending the study to treat the upper 
mantle of aseismic regions. 

13.1    DESCRIPTION OF THE EXPERIMENT 

The attenuation suffered by a wave traveling through a 
medium is characterized by the dimensionless factor Q, which 
is defined in the following expression for the fractional energy 
absorbed per cycle. 

2jn_   AE 
Q  ' E (13.D 

In general Q would be a function of frequency.  As Howell 
points out (30), most observations indicate that the earth's Q 
does not vary with frequency, but no known linear relationship 
between stress and strain will produce the effect.  In this 
section, we shall not be concerned with the details of the 
propagation mechanisms.  Rather, we shall assume that the Q is 
constant with frequency and attempt to estimate this constant 
for the upper mantle at a particular location. 
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For a given range, a constant, factor Q implies stronger 
attenuation for high frequencies than low frequencies.  The 
(energy) attenuation function for a sinusoidal wave may be 
expressed in the following form 

A ( A ,o) ) = exp [-2a( to )A ] 

A = length of the path 

a (to) = absorption coefficient 

(13-2) 

To find the attenuation function that corresponds to a constant 
Q, let 

A = A (wave length) (13-3) 

AE 
E 

a   ' 

gl =   1 - e"2aA = 1 - 1 + 2aA _ 2a2A2 +.. 

to 

2cQ 
for aA <<l 

where c is the group velocity,  Substituting the last approxi- 
mation of Equation 13-3 into Equation 13.2 yields the following 
expression for the attenuation function 

A(AJ(JJ) = exp (-toA/cQ) (13.4) 

In studying attenuation in the upper mantle the pP and 
P phases of deep earthquakes are of particular importance.  The 
path of pP is greater than the path of P.  The additional path 
length consists of two crossings of the upper mantle and the 
crust in the region of the epicenter.  This fact allows us to 
estimate the attenuation characteristics of the upper mantle, 
since the ratio of the energy spectra of P and pP is determined 
by the attenuation suffered during this extra path. 

Figure 13-1 shows the model used for this study. 

FIGURE 13.1 
RAY PATHS FOR THE pP AND P WAVES 

RAY PATHS FOR THE pP AND P WAVES 
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The attenuation function for pP is given by the 
following approximate expression 

A . 
App(R,u>) = exp (-| l^-) (13-5) 

where  A• = length of path in region i 

Q. = Q value in region i 

It is useful to divide the exponent of the attenuation function 
into components, 

liq = 2(¥} + I;  + T (13-6) 

where   h  = depth of the event 
D  = thickness of the crust 
Q  = average Q value in the region between the 

hypocenter and the crust 
Q  = Q value in the crust 

T  = represents the terms corresponding to the 
attenuation in the lower mantle and the crossing 
of the upper mantle and crust at the receiver 

Combining the last two equations yields: 

App (R,u>) = exp{- |[2(^) + |p + T]}     (13.7) 

The attenuation function for the P phase has only one of the 
three components in its exponent 

Ap (R,u>) = exp (- | T) (13.8) 

In the following we shall assume that the source 
spectra for P and pP are identical.  This would be appropriate 
for either of the following two cases:  an explosive type of 
source mechanism with a spherically symmetric radiation pattern, 
or a plane fault as the source mechanism with P and pP leaving 
the source in approximately opposite directions. 

With this assumption, Equations 13.7 and 13.8 imply 

E
P
(RJ0J)

    A (R,u) ^r^h-D,   2D-,* M- Q, 
Epp(R,.) 

= App(R,uO = 6XP {c[2( — ) + qT]} (13'9) 

where Ep and E p are the energy spectra.  This equation indicates 
that more attenuation will be experienced by pP because it crosses 
the crust and the upper mantle two additional times. 
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Since the thickness of the crust is small (25-60 km), 
the effect of the attenuation in the crust (assuming a Q of 
200 for both crust and upper mantle) is very small compared 
with the effect of the upper mantle crossing.  This is easily 
seen by comparing the two terms in the exponent of Equation 13 

2D   80 
Qc   200 = 0.4     for D = 40 km        (13-10) 

2(^CT) 
= 5.0    for h-D = 500 and Q = 200  (13-11) 

This example indicates, that if the average Q shows a low 
value, this phenomenon must be related to the upper mantle and 
not the crust. 

For an earth without high attenuation in the upper 
mantle, the ratio of the energy spectra should have the 
following expression: 

EP(RjUl)        roir(2h-D)   2D1; ,-- nov s p5 r = exp {-[-*—= L +   n-J> (13-12) Epp(R,w)        c   Q      Qc 

where Q is the average Q over the ray path. 

Assuming        h-D = 500 km ,     .. 

Q = 2000 

A    i*      2(h-D)_  r     2D    h h, l)n yields —= = .5    7r- =   . 4 (13.14) 
Q «c 

If these assumptions applied, the attenuation in the crust 
could not be neglected.  In fact, interpretation of results 
would also be difficult should the upper mantle have an inter- 
mediate value of Q, such as 800.  Since it was the purpose of 
this investigation to seek only the existence of very low Q's 
in some regions of the upper mantle, we have not had to consider 
this problem. 

13.2    EXPERIMENTAL RESULTS 

Three deep earthquakes in the Fiji Island region were 
chosen to test the hypothesis of a low Q layer for the upper 
mantle in this part of the earth.  The epicenters of these 
events are indicated in the map presented in Figure 13-2. Depths, 

\ 
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magnitudes and other information regarding these events may 
be found in Figures 13.3-13.5.  The energy spectra for both 
the P and pP phases were computed for each of these events, 
and the ratio of the spectra of the two phases was then com- 
pared with the modeled functions for a layer with high Q and 
one with low Q. 

The energy density sp 
power density spectrum for th 
were computed in the manner d 
results of the calculations b 
window are summarized in Figu 
smoothed periodogram appears 
energy density spectra for th 
solid and "dot-dash" lines, 
difference between these spec 
appeared in Section XII is th 
apparent in Figures 13.6 - 13 
result of 60 Hz interference 
performed at ten times real t 

ectra for both phases and the 
e noise preceding the P phase 
escribed in Section XII.  The 
ased on the 128-point Hanning 
re 13.6 - 13.8, where the 
as a "dashed line," and the 
e P and pP phases appear as 
respectively.  One conspicuous 
tral plots and those that 
e large peak at 6 Hz that is 
.8.  This is presumed to be the 
in the A/D process, which is 
ime. 

A plot of the logarithm of the ratio of the P and 
pP spectra as a function of frequency would be a straight 
line if Q were constant with frequency.  This ratio was cal- 
culated for all frequencies between .3,13 and 1.88 Hz for the 
spectra obtained with a 64 point Hanning window and for all 
frequencies between .156 and 1.88 in the case of the 128 
point Hanning window.  The linear least squares fit was found 
for the log of the spectral ratios and the slopes obtained are 
presented in Figures 13.3 through 13•5•  Also shown in those 
Figures are the theoretical slope for a Q value of 2000 in the 
upper mantle as well as the slope for h/Q = 1.  The log of the 
experimental ratio was normalized to its value at .5 Hz and 
thus all curves cross the axis at that frequency.  Different 
time windows were used and the results obtained are shown 
in the figures.  The spread is too big to attach significance 
to anything other than the order of magnitude of the value of 
Q.  Clearly the value of h/Q is bigger than 1.0 and this 
implies that the average Q value in the upper mantle should be 
less than 500. 

If we arbitrarily take the average over the different 
windows used, the results for the different events are as 
follows: 

E.QQ 7  Oct. 1963 Q = 250 

E.QQ 7  Dec. 1963 Q = 170 

E.QQ 26 Apr. 1964 Q = 450 
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FIGURE   13.6 

SPECTRA  FOR 7 OCT 63 EVENT 
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FIGURE    13.7 
SPECTRA  FOR   7 DEC 63  EVENT 
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SPECTRA   FOR   26 APR  64   EVENT 

-178- 



13-3     EXTENSION OF THE METHOD TO ANALYZE ASEISMIC REGIONS 

Some seismic stations have shown a greater high frequency 
content in their records than others.  This could mean that the 
attenuation characteristics of the upper mantle are regionally 
dependent.  To analyze this hypothesis, the following method is 
suggested. 

Let us assume that we are interested in studying the 
attenuation characteristics of the upper mantle of a certain 
region where there are no deep earthquakes.  Let us call that 
area region S.  We must first study some other region which 
possesses both deep earthquakes and a seismic station.  Let us 
call this region A.  Records obtained at A and a station in S 
may then be compared, taking the  ratio of the energy spectra 
of the P arrivals.  The ratio of the energy spectra of the P 
phase recorded at A and S enables us to compare the attenuation 
characteristics of the upper mantle in the region S with the 
value of Q determined for region A by the method suggested in 
Section 13.1.  It is important to note that in following this 
procedure care must be taken to include any frequency dependent 
radiation pattern effects which will result from geometry of 
the measurement. 

13.4     SUMMARY AND CONCLUSIONS 

This section has presented calculations directed at 
estimating the Q for the upper mantle in the Fiji.Island region. 
Data from three very deep earthquakes have been used.  In 
each case the energy density spectrum for a 6.4 sec time window 
including the P phase and for another 6.4 sec time window in- 
cluding the pP phase has been calculated.  On the assumption 
that the Q is independent of frequency, the constant value of 
Q was estimated in each case by fitting a straight line to a 
logarithmic plot of the ratio of these two energy density 
spectra vs frequency.  For the purposes of this straight-line 
fit, frequencies in the range .156 to 1.88 Hz were used.  Simi- 
lar calculations were also performed using 3.2 sec time windows 
for both P and pP phases.  Considerable variation occurs in the 
resulting estimates for the upper mantle Q; however, all values 
are below 500.  It should be stressed that this estimate is 
intended to apply only to the Fiji Island region.  In other 
regions of the earth the upper mantle Q might be quite different. 
The technique used in this chapter applied directly only to 
regions with very deep earthquakes; however, a method of extend- 
ing this technique to aseismic regions was also discussed above. 
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APPENDIX A 

TABLES 

Tables that are referenced by more than one section, 
or are not essential to the understanding of a specific 
section, are presented in this appendix.  A brief description 
of the contents of each table follows. 

Table X is the event list that is referenced by 
several sections of this report.  The event numbers have 
been assigned chronologically for convenience in this report. 
The information on these events was obtained from the Vela 
Seismological Center and the Seismic Data Laboratory, as in- 
dicated on the table. 

Tables XI-XIII summarize calculations that are dis- 
cussed in Sections VIII-X.  These tables are organized accord- 
ing to the calculations presented in Section X (Automatic pP 
Test).  The estimated depths are based on the Figures listed 
in the tables.  The number of stations and the minimum and 
maximum range from the epicenter are also given in the tables. 
The actual stations used on each calculation are listed in 
Table XIV, in order of increasing range from the epicenter. 
The last three columns of Tables XI-XIII list calculated aver- 
age paired correlation coefficients for noise, P-phase, and 
coda.  The average value is followed by ± the standard devia- 
tion of the samples that determined the average.  Thi^s calcu- 
lation is defined in Section VII.  The last column (pc) is 
discussed in Section IX.  The preceding two columns (p\ and 
Fp) are discussed in Section VIII. 

Table XV and XVI are station lists corresponding to 
the calculated array patterns presented in Figures 5-8 and 
5.9. 
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TABLE XIV STATION I 

liVENT FIGURE 

3 10.2A 

22 10.2B 

15 10.2C 

4 10.2D 

7 10. 2E 

12 10. 2F 

27 10.2G 

5 10.2H 

11 10.21 

STATION LIST FOR CALCULATIONS SUMMARIZED IN TABLES XI -XIII 

STATIONS 

BMO,HL-IDWI-NV,MN-NV,DR-CO 

NP-NT,PR-MA,GI-MA,KN-UT,TFO,WMO,HN-ME,GG-GR,CPO 

BMO,MN-NV,UBO,KN-UT,TFO,WMO,CPO 

BMO,MN-NV,UBO,KN-UT,TFO,LC-NM,WMO 

BMO,HL-ID,UBO,PM-WY,NG-WS,WMO ,HN-ME,BR-PA,CPO 

FR-MA,CPO,BMO,UBO,WMO,MN-NV,TFO 

NP-NT, GI-MA,KN-UT,SG-AZ,NL-AZ,WO-AZ,TFO,SN-AZ, 
GE-AZ,LC-NM 

BMO,UBO,DR-CO,TFO.WMO,LC-NM,CPO 

HL-ID,MN-NV,FR-MA,WW-UT,KN-UT,CP-CL,DR-CO,TFO, 
LC-NM,EU-AL 

16     10.2J     BMO,HL-ID,WI-NV,FR-MA,GI-MA,MN-NV,RK-ON,EB-MT, 
KN-UT,TFO,LC-NM,CPO 

BMO,HL-ID,MN-NV,BF-CL,UBO,KN-UT,PM-WY,TFO,WMO 

BMO,UBO,TFO,WMO,CPO 

OO-NW,BMO,UBO,WMO,TFO 

NP-NT,BMO,UBO,OO-NW,TFO,WMO 

NP-NT,BMO,UBO,TFO,CPO 

OO-NW,GG-GR,BMO,UBO,WMO 

BMO,UBO,TFO,WMO,CPO 

BMO,UBO,TFO,CPO,WMO 

BMO,UBO,WMO,TFO 

NP-NT,BMO,UBO,TFO 

BMO,UBO,TFO,WMO,CPO 

NP-NT,BMO,UBO,TFO,OO-NW,WMO,GG-GR,CPO 

BMO,UBO,WMO,CPO 

BMO,UBO,TFO,WMO,CPO 

BMO,UBO,TFO,WMO,CPO 

TK-WA,BMO,WI-NV,MN-NV,UBO,KN-UT,BX-UT,TFO,RT-NM, 
WMO 

MN-NV,RY-ND,KN-UT,RK-ON,JR-AZ,WO-AZ,SN-AZ,GE-AZ, 
RT-NM,VO-IO,DH-NY,BR-BA 

HL2ID,RY-ND,LG-AZ,SN-AZ,GP-MN,RT-NM,LC-NM,LS-NH, 
DH-NY,BL-WV,HN-ME 

-187- 

a 10.2K 

21 10.4A 

29 10. 4B 

3U 10.4C 

18 10.4D 

31 10.4E 

28 10. 4F 

10 10.40 

13 10.4H 

23 10.41 

20 10.4J 

25 10.4K 

m 10.4L 

6 10. 4M 

9 10.4N 

17 10.4T 

40 10.40,10.3C 
10. 3D 

33 10.4P 



TABLE XIV (continued) 

STATIONS 

MN-NV,KN-UT,SG-AZ,JR-AZ,LG-AZ,HR-AZ,RT-NM,LC-NM, 
FO-TX 

HL2ID,HR-AZ,SN-AZ,LC-NM,LS-NH,DH-NY,BR-PA 

HL2ID,MN-NV,EK-NV,KN-UT,SG-AZ,RY-ND,NL-AZ,DR-CO, 
GE-AZ,RT-NM,BR-PA,BL-WV,DH-NY,LS-NH,HN-ME 

HL2ID,KN-UT,RY-ND,DR-CO,RT-NM,BL-WV,LS-NH 

MN-NV,EK-NV,SG-AZ,NL-AZ,GE-AZ,BR-PA,DH-NY,HN-ME 

VT-OR,WN-SD,WI-NV,PM-WY,MV-CL,MN-NV,DR-CO,WM-AZ, 
TN-CL 

NP-NT,VO-IO,EK-NV,WMO,HR-AZ 

SV2 QB,RK-ON,BMO,HL2ID,UBO,RT-NM,WMO,TFO 

NP-NT,PG-BC,JP-AT,RK-ON,HV-MA,WN-SD,CR-NB,WMO, 
MN-NV 

HN-ME,BL-WV,RK-ON,EB-MT,GI-MA}FR-MA,HL-ID 

00-NW,GG-GR}EKA,NP-NT,RK-ON,TK-WA}GI-MA,HL2ID, 
MN-NV 

42      10.50    PG-BC,YR-CL,BMO,HL2IDJHV-MAJMN-NVJTE-GL,TF-CL} 
CH-MT,LAO,KN-UT,RG-SD,LC-NM,KC-MO,WMO,SV3QB, 
SJ-TX,CPO,HN-ME,BE-FL 

HH-ND}GI-MA,BR-PA3MN-NV,RT-NM 

RK-ON,BMO,HL2ID,MN-NV,WMO,TFO 

GG-GR,NP-NT,SV2QB,RK-ON,BMO,HL2ID,VO-IO,BR-PA, 
UBO,MN-NV,DR-CO,WMO 

SE-MN,MP-AR,WMO,SJ-TX,VN-UT,HL-ID,EP-TX,LC-NM, 
LP-TX 

SV2QN,HN-ME,BR-PA,RK-ON,VO.10,RY-ND,WMO,RT-NM, 
UBO,WO-AZ,KN-UT,TF-EX,SN-AZ 

SV2QB,RK-ON,HL2ID,BR-PA,MN-NV,DR-CO 

GG-GR,NP-NT,BMO,VO-IO,UBO,WMO 

SV2QB,HN-ME,RK-ON,WMO,UBO,TF-EX 

BR-PA,VO-IO,RY-ND,RT-NM,WO-AZ,KN-UT,SN-AZ 

EVENT FIGURE 

39 10.4Q 

38 10. 4R 

32 10.4S 
10.6C 

32 10.6A 

32 10.6B 

1  10, ,5A,10.3A 
10. 3B 

34 10. 5B 

37 10. 5C 

43 10. 5D 

19 10. 5E 

26 10.5F 

24 10. 5H 

41 10.51 

35 10. 5J 
10.6F 

2 10.5K 

30 10.5L 
10.61 

35 10. 6D 

35 10.6E 

3b 10.6G 

36 10. 6H 

-188- 



TABLE XV  STATION LIST FOR ARRAY PATTERN PRESENTED IN FIGURE 5,8 

STATION LATITUDE LONGITUDE 

MN-NV 38 26 10 N 118 08 53 W 
HL2ID 42 33 ^0 N 114 25 08 W 
FR-MA 46 06 00 N 106 26 25 W 
GI-MA 47 11 34 N 104 13 10 W 

RY-ND 48 05 50 N 101 29 40 W 

HH-ND 48 56 53 N 98 41 33 W 

KN-UT 37 01 22 N 112 49 39 W 

RK-ON 50 50 20 N 93 40 20 W 
SG-AZ 35 38 27 N 113 15 39 W 

LG-AZ 34 24 28 N 111 32 45 W 

DR-CO 37 27 53 N 107 47 00 W 

SN-AZ 33 51 49 N 111 41 34 W 

HR-AZ 34 40 11 N 110 45 59 W 

RT-NM 36 43 46 N 104 21 37 W 

HN-ME 46 09 43 N 67 59 09 W 

LS-NH 44 14 18 N 71 55 21 W 
DH-NY 42 14 39 N 74 53 18 W 

BL-WV 37 47 56 N 81 18 36 W 

WN-SD 43 15 08 N 100 11 46 W 

GV-TX 32 53 09 N 96 59 54 W 
NP-NT 76 15 08 N 119 22 18 W 

LC-NM 32 24 08 N 106 35 58 W 
BMO 44 50 56 N 117 18 20 W 

UBO 40 19 18 N 109 34 07 W 

CPO 35 35 41 N 85 34 13 W 
WMO 34 43 05 N 98 35 21 W 
TFO 34 17 12 N 111 16 03 W 
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TABLE XVI STATION LIST FOR ARRAY PATTERN PRESENTED IN FI( 

STATION LATITUDE LONGITUDE 

NP-NT 76 15 08 N 119 22 18 W 

HL2ID 43 33 40 N 114 25 08 W 

RT-NM 36 43 46 N 104 21 37 W 

VO-IO 42 13 30 N 92 07 37 W 

SV2QB 54 48 54 N 66 45 31 W 

RY-ND 48 05 50 N 101 29 40 W 

KN-UT 37 01 22 N 112 49 39 W 

DH-NY 42 14 39 N 74 53 18 W 

BR-PA 39 55 27 N 78 50 4l W 

WO-AZ 34 52 53 N 110 37 15 W 

SN-AZ 33 51 49 N 111 41 34 W 

MN-NV 38 26 10 N 118 08 53 W 

GE-AZ 35 38 27 N 113 15 39 W 

JR-AZ 34 49 32 N 111 59 25 W 

TFO 34 17 12 N 111 16 03 W 

WMO 34 43 05 N 98 35 21 W 

CPO 35 35 41 N 85 34 13 W 

5.9 
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APPENDIX B 

ANGULAR ACCURACY OF A PHASED SEISMIC ARRAY 

A theory of angle measurements with phased arrays in 
radar has been presented by Brennan (31).  In this appendix 
the errors due to additive noise in the measurement of angles of 
arrival with seismic arrays will be discussed.  In particular 
we are interested in the effects of the signal-to-noise ratio 
of the event and the aperture of the array on the standard 
deviation of the error. 

Brennan has obtained expressions for the standard 
deviation of the error in the measurement of angles with 
phased array radar.  We will use his results, pointing out the 
assumptions used.  Consider the linear array with equally 
spaced elements shown in Figure B.l.  For such an array, there 
is a one-to-one correspondence between the angle of arrival of 
the signal at the array and the differential arrival times of the 
signal at two adjacent elements of the array.  When the received 
signal is a continuous sine wave, it is possible to replace the 
differential time measurement with one of the phase difference 
of the signals at pairs of adjacent elements of the array. 

Clearly, when the received signals are corrupted by 
noise, a coherent addition of the outputs of all of the ele- 
ments of the array will give a better estimate of the arrival 
angle than would the measurement of the phase angle between 
any two elements.  Once this addition has taken place, however, 
it is then possible to express the result in terms of the phase 
difference between pairs of adjacent elements.  For the case 
where the noise is independent between elements and normally 
distributed, and both the signal and the noise occupy the same 
narrow band of frequencies, the mean value of the error in 
measurement is zero and the variance of the error in the mea- 
surement of the phase difference between each pair of adjacent 
elements is given by 

2 
var(6) = i|£- (B.l) 

where 6    = estimate of the nhase difference between adjacent elements 
o^   = noise power in one element 
1/2  = signal power in one element 
N    = number of elements 

It should be noted that this is a lower bound for the variance 
of the error.  This bound is obtained using a theorem of sta- 
tistics that applies to all regular unbiased estimates.  How 
close we can approach this limit in accuracy depends on the 
actual method of estimation used.  The phase difference 6 is 
related to the angle 0 between the direction of arrival of the 
wave and the axis of the array by the following expression. 
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AXIS OF 
-    ARRAY 

FIGURE  B-l 

LINEAR PHASED ARRAY GEOMETRY 
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6 = —^  cosG (B.2) 
A 

where d = distance between elements 
X = wavelength 

For small errors, 

Now, 

Var(0) = —^j-  Var(cose) (B.3) 
sin 0 

L (the length of the array) = (N-l)d = N-d      (B. •U) 

cos0 = f^ (B.5) 

2 2 
Var(cos0) = X  i? 0 Var(6) (B.6) 

4lTIT 

IT     i ~ \          ^ N        12a , „ „ «. Var(e) = —p—^ p- • -r=— (B.7) 
4TT L sin 0   NJ-N 

If the number of elements, N, is large,we can neglect N (com- 
pared to N3)t   and letting the signal-to-noise power ratio at 
one element be given by 

(S/N)p   - -lj , (B.8) 
'    2a 

Var(0) = —^ i-2 j- (B.9) 
4TT L N(S/N)p 1-sin 0 

The signal-to-noise ratio of the phased sum will be 

N-(S/N)Pjl = (S/N)PjT = [(S/N)v T]
2 (B.10) 

since independent noise at the different sensors is assumed. 

St- deV- ("0) " ,L(S/N)^TsinO 
(B'11} 

As an example,let us consider a linear seismic array 
and a seismic wave arriving from a direction broadside to the 
array (0 = IT/2) . 

Let d = 10 km 
L = 200 km (B.12) 
X = 10 km 

St. dev. (Q)   = rtT/W] radians 

(0 is the station to epicenter azimuth.)  The range estimation 
has an additional problem since the effect of a change in range 
on the angle of incidence is small at teleseismic distances. 

-193- 



Prom Richter (32) we can see that for teleseismic distances 

0.1 < |i < 0.7 (B.13) 

where i is the angle of incidence in degrees, and 
A is the range in degrees 

If we take,for instance, A = 60° 

ff- • 0.1 (B.14) 

The standard deviation of the error in the range measurement 
will be one order of magnitude larger than was the case for 
the azimuth measurement. 
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